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The present study has focused on the estimation of normal modes

and their mode shapes from experimental data. The determination of accu-

rate undamped modal parameters from experimental data in the presence of

damping is critical for the construction or reconciliation of structural dynam-

ics models, in which the physical mass and stiffness properties are isolated

from the dissipative effects of damping. The response functions measured

from experimental data are generally approximated by finite-dimensional

first-order difference equations in the time-domain using algorithms such as

ERA. Such models, or realizations, do not directly determine the mass and

stiffness matrices, except under special restrictions. This thesis develops a

family of transformation-based methods for the construction of second-order

structural dynamic models from first-order system realizations of experimen-

tal data. Transformations to a second-order canonical basis are effective for

the systematic extraction of the normal modes from the first-order realiza-

tions.

Two separate transformations are developed: the Common Basis-

Normalized Structural Identification (CBSI) procedure and the Uncoupled

Nonproportional Damping (UNDAMP) procedure. CBSI transforms the

first-order state space realizations to the well-known form of second-order

proportionally-damped equations of motion. The resulting structural dy-

namics models are shown not only to yield the accurate normal modes for
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proportionally damped cases, but also improved estimates of the normal

mode shapes in the presence of nonproportional damping as compared to

existing methods. The UNDAMP algorithm extends the CBSI method to a

global transformation spanning up to the full space of the damped modes.

As such, UNDAMP is capable of filtering out the contaminating attributes

of nonproportional damping from the CBSI-determined normal modal pa-

rameters. Furthermore, UNDAMP is applicable to the extracting of non-

proportional damping when the number of measured sensors is less than the

number of identified modes.

Using normal modal parameters determined by CBSI or UNDAMP,

a method for determining minimal-order mass and stiffness matrices is pre-

sented. The resultant model is an alternative second-order realization with

measured physical variables as degrees of freedom, and the derived mass

and stiffness matrices are shown to have asymptotic equivalence to Guyan-

reduced and/or Craig-Bampton-synthesized structural models.

The efficiency and accuracy of the present transformation methods

are demonstrated through simulated numerical examples and experimental

data. In particular, the present methods are used to reconstruct frequency

response functions and applied to damage detection in truss structures. Fi-

nally, the implications of these analytical techniques for structural system

identification and directions for future research are also discussed.
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CHAPTER I

INTRODUCTION

1.1 Modal Testing, System Identification and Model Validation

The experimentally validated modeling of complex structures sub-

jected to dynamic loading and active controls has been a subject of intense

research for the last decade. While the variety and efficiency of finite element

modeling and analysis tools have undergone enormous growth over the same

period, systematic improvements in the accuracy and reliability of finite el-

ement analysis for structural dynamics have proven much more difficult to

achieve. This is due in part to the governing assumptions of linearity in the

analysis, the statistical variance in the properties of structural components

due to fabrication tolerance, and the increased heterogeneity of the struc-

tures being modeled. It is also true, however, that much of the limitation of

model accuracy is due to the ever-growing complexity of lightweight struc-

tures, including articulating joint designs and the introduction of new hybrid

materials. Even a high degree of modeling precision cannot compensate for

a lack of experience with the real measured behavior of complex structures.

Test-validated finite element models have therefore played a key role

in the design of high performance and high reliability structures. Even as

testing validates current analysis methodologies, it stimulates an enhanced

understanding of complex dynamic behavior. Model validation testing is

particularly critical in the design qualification of structures. This is because
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verification of structural strength and dynamic performance, even under ex-

tensive environmental testing, remains strongly dependent on the choice of

analytical models. For example, the specification of test load levels for design

qualification and the determination of appropriate test boundary conditions

depend on a reasonably accurate finite element model of the tested subsys-

tem. Correlation of finite element models is therefore a necessary component

of progress in the design and optimization of structures subject to dynamic

excitation. Figure 1.1 illustrates the central role which structural dynamic

model validation testing plays in the design philosophy of advanced struc-

tural systems.

Model

Correlation

and Validation

Validation

of the

system

design

Design

details

Lessons

learned

Design and

Model Verification

Requirements

Discretization

-Element selection

-DOF selection

Model
Structural
Dynamic

-Material behavior

  conditions

-Equilibrium

Formulation
Analytical

Structural
Testing

-Model Validation

-Design Qualification

System
Specifications

-Performance

-Reliability

Figure 1.1: The central role of structural testing
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Modal testing [1] is perhaps the most versatile form of structural

model validation testing. It is also the most problematic because, unlike

mass property measurements or static influence coefficient testing, modal

tests attempt to measure or characterize mass, damping and stiffness behav-

ior simultaneously. The general purpose of modal testing is the measurement

or identification of the dominant modes of vibration of the structure [2]. For

simple systems with well-isolated, lightly damped vibrational modes, it is

possible to directly excite and accurately measure each mode individually

using sine dwell excitation methods [3]. Such an approach, however, is time-

consuming and costly, and, in the case of complex structures with a high

modal densities, often fails to characterize modes which are not anticipated

by analytical models. For this reason, structural tests began using wideband

excitations coupled with signal analysis techniques to discern all the modes

of vibration which participate in the measured response. With the devel-

opment of digital signal processing (DSP) techniques, and in particular the

Fast Fourier Transform (FFT), frequency domain methods in modal testing

became competitive with sine dwell methods for characterizing the modal

properties of structures [4].

The identification or extraction of modal parameters from the mea-

sured force inputs and sensor outputs is a complex process as illustrated

in Figure 1.2. In order to determine the damped modal parameters, the

frequency response functions (FRFs), which relate each input force to each

output measurement in the discrete frequency domain, must be effectively

fit to an equivalent curve defined as the superposition of numerous modal

response functions. This is generally referred to in the modal testing com-

munity as modal parameter estimation or system identification, although
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Figure 1.2: Damped Modal Parameter Estimation from Modal Testing
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for clarity in this work it is termed model estimation in order to distinguish

the model identification problem from the problem of extracting particular

modal parameters of the structure.

There are numerous methods which can be applied to discrete FRFs

or their associated impulse response functions (Markov parameters) in the

time domain [5-9]. These methods have varying performance characteristics

depending on the organization and condensation of data, methods of deter-

mining model size, ability to use multiple inputs and detect repeated modal

frequencies, etc. While there is not a general consensus in the modal testing

community about which model estimation method is superior, progress has

been made towards unified formulations of the existing methods, both in

terms of system realization theory [10] and matrix polynomials [11].

Notable amongst model estimation techniques is the Eigensystem

Realization Algorithm (ERA) [8]. While most model estimation methods

determine approximate models which fit the given measured data, the sys-

tem realization theory that ERA is based on renders a minimum model

order realization in the absence of noise. This characteristic enhances the

application of ERA to the systematic identification needs of complex struc-

tures. System realization theory has been developed within the framework

of linear dynamic systems analysis and control (see [12], for example). Re-

alizations of linear systems are models which accurately express the system

dynamics inherent in the transfer functions relating the system inputs and

outputs [13-15]. State space realizations are relevant to modal testing be-

cause the first-order form encompasses all linear system behavior, including

damped structural dynamics. Furthermore, the result of any model esti-

mation method can be cast as a system realization of the measured data.
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Literature on system realization theory and its recent application to modal

testing is extensive (see Bibliography in [10] and [13-18], among others).

Specifics of system realization theory, ERA, and its development for model

estimation will be covered in depth in Chapter II.

There are two fundamental types of modal parameters of interest

in linear structural dynamics: normal modes and damped modes. Normal

modes, alternatively referred to as undamped or classical modes, are intrinsic

properties of the conservative system, i.e., they are the eigensystem charac-

terized by the mass and stiffness matrices. The undamped eigenvalues Ω and

their mode shapes Φ can be predicted through finite element modeling and

analysis as shown in Figure 1.3. Although damping always exists in real sys-

tems, in general it cannot be accurately modeled or predicted. The normal

modes, therefore, are of primary interest in model validation and structural

analysis because they are the dynamic response components which are direct

expressions of the system mass and stiffness without the influence of unmod-

eled damping. Complex modes, on the other hand, are the intrinsic modes

of the damped structure, also referred to as damped or complex damped

modes. The term complex modes refers to the complex roots of a first-order

system of equations, which can be transformed into the vibrational charac-

teristics of a damped structure [19]. The damped eigenvalues Λ and their

damped mode shapes Ψ are complex quantities, and in general the real and

imaginary components of the mode shapes are not linearly dependent [20,

21].

The solution provided by model estimation methods determines the

damped modes and complex mode shapes, but does not determine the normal

modal parameters of the associated conservative structure. If the real and
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imaginary components of the damped mode shapes are collinear (i.e. linearly

dependent), the system is said to be proportionally or classically damped.

In this particular case, the complex modes are also collinear with the normal

mode shapes, and the complex and normal modal parameters are easily re-

lated to one another, mode by mode. Therefore, for proportional damping,

the normal modal parameters are obtained directly from the damped modal

parameters, thereby providing the necessary modal data for finite element

model correlation. The model validation or correlation analysis then pro-

ceeds by evaluating the normal modes of the finite element model and, if

necessary, changing the model at the element level or global matrix level to

improve the correlation between the normal modes of the model and of the

test. This process is illustrated in Figure 1.4. Convergence of this correla-

tion process depends upon the algorithm employed and the relative number

of model variables and normal modes being considered.

Generally, however, the damping is nonproportional or nonclassical

and the normal modes which uncouple the mass and stiffness matrices do

not simultaneously uncouple the physical damping matrix. The equivalence

between the damped and normal modes is therefore lost, and the modal

parameters resulting from the finite element analysis are no longer directly

comparable to the modal parameters obtained from dynamic testing. Fig-

ure 1.5 shows the displacement response of a simple spring-mass system

with nonproportional damping. The proportionally-damped system used for

comparison has equivalent apparent frequencies, damping ratios and mode

shapes. Note that, apart from the beating phenomenon caused by closely-

spaced frequencies, the response exhibits a simple exponential decay. The

nonproportional damping response, on the other hand, is more complex in its
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behavior, exhibiting not only the beating effect, but also a non-exponential

decay envelope. The full difference in the response is due to the nonpropor-

tional nature of the damping, and this difference can lead to errors in the

estimation of the normal modal parameters required for model correlation

analyses.
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ac

em
en

t
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Nonproportional Damping

Figure 1.5: The Real Influence of Nonproportional Damping on the Displace-
ment Response of Two Closely-Space Modes

Therefore, there is a missing link between the intrinsic damped

modes Λ and Ψ of the tested structure as obtained through modal test-

ing and model estimation, and the intrinsic undamped modes Ω and Φ of

the finite element model. This dilemma is illustrated in Figure 1.6. In a phys-

ical sense, the missing link is the damping, which is not accurately predicted

from the finite element model, nor isolated by the system realization of the

measured modal test data. The solution to this dilemma is to transform the
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state space-based system realizations which are characterized by Λ and Ψ

to an equivalent second-order canonical basis. The equivalent second-order

realization is significant in that it isolates the influence of damping into a

damping matrix which can be used in finite element simulations, and simul-

taneously yields the undamped modal parameters Ω and Φ of the structure

for use in model correlation, controls design and damage detection.

1.2 Motivation for the Present Work

The present research involves the development of transformation

methods for structural system identification. The system identification prob-

lem is generally stated as the construction of mathematical models from ob-

served data which can best fit the input-ouput relations without regard to

physical interpretations [22]. Structural system identification involves the

determination of physical models of structures from observed data, for ex-

ample modal test data, such that the resulting physical models not only best

fit the input-output relations but more importantly delineate the intrinsic

structural parameters such as normal modes, mode shapes and the nature

of damping. The primary motivation for the present research into structural

system identification is the need for direct and systematic transformation

procedures for system realizations of experimental test data which separately

identify the normal modal characteristics of the structural system and the

inherent proportional or nonproportional damping. The goal of the present

research has been to exploit developments in modal testing and system re-

alization theory to systematically and accurately develop physically-relevant

models of structural dynamic systems directly from test. The expression

of the measured damped dynamics, either as complex modes or as a general
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state space realization, is insufficient for application to the validation of mass

and stiffness models and detection of physical property variations because of

the dissipative effects of unmodeled damping.

By determining an equivalent second-order realization of the mea-

sured data, however, the influence of damping is effectively isolated and the

normal modal parameters more accurately predict the correct undamped

structural response. It is known, for example, that structures character-

ized by symmetry (e.g. radial symmetry) possess modes with identical or

closely spaced modal frequencies. In the presence of nonproportional damp-

ing, these modes can become highly coupled, as evidenced by a significant

spatial distribution of phase components in the damped mode shapes. For

such structural modes, estimates of the normal modal parameters are highly

sensitive to the coordinate basis in which the estimated normal modes are

defined. The success of control strategies or model correlation using moder-

ately to highly complex modes will depend on the accurate estimation of the

normal modes.

Another motivation for the current research is the recognition of

converging trends in space structures design and dynamic testing. As higher

precision is required for space structures, the frequency spectrum which can

be tested and measured is broadening. Furthermore, modern system re-

alization algorithms and their implementation via high-speed workstations

and supercomputers allow model realizations which possess vast numbers of

global and localized vibrational modes from a relatively smaller number of

sensor locations. The integration of high-bandwidth data collection, mod-

ern efficient realization algorithms and high-speed computations will enable

identifications of experimental data which can address the immediate needs
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of high precision space structures technology. In order to exploit these tech-

nical advances, however, structural system identification must also mature

from the classical problem of identifying the frequency and mode shapes of

a small number of intrinsic modes with many sensors in a modal testing

environment, to modern challenge of real-time identification for structural

systems possessing large numbers of observable modes from a small number

of sensors. For example, the primary truss structure design of Space Sta-

tion Freedom will currently accommodate only 33 accelerometers to monitor

on-orbit dynamic behavior. While modern system identification algorithms

can fit accurate models to this limited form of data in a relatively systematic

way, existing methods for determining the correct normal modes from the

generally-damped modes of the identified model can not accommodate this

condition.

Existing methods for determining physical coordinate models via

correlation with finite element models are computationally intensive and can

typically consider only a small subset of the modes inherent in the system

realization. Representing the structural dynamics in terms of the physical

mass, damping and stiffness is attractive because the influence of bound-

ary conditions and element property variations is more locally and clearly

expressed by the physical mass and stiffness matrices than by the normal

vibration modes. Furthermore, the determination of physical coordinate re-

alizations enable the synthesis of identified models using displacement-based

modeling techniques. Unfortunately, the updating of large-order finite el-

ement models involves incomplete modal data, both less modes and less

sensors than the number of model degrees of freedom. Therefore, the model

update problem usually lacks a unique solution and the solutions which are
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found may be highly sensitive to algorithmic details and the skill of the

user. Similarity transformation-based determination of physical models, on

the other hand, does not rely on a pre-existing model for correlation, and so

the lack of uniqueness of the model update problem is avoided. The unique-

ness of the solution follows from the definition of the physical variables as the

sensor DOFs and the uniqueness of the normal modal parameters. The prob-

lem of incomplete spatial data in this direct solution to the inverse vibration

problem, however, has remained a challenge. Because of the aforementioned

trends in modal testing leading to measured systems possessing more modes

than sensors, there is a need to address this form of incomplete spatial data,

and how it relates to the physical model parameters.

1.3 Survey of Previous and Related Work

The use of system realization theory as a framework for modal testing

analysis is a relatively new development, and hence there has been relatively

little attention paid to the problem of mode shape estimation. In the original

ERA development [8], it is noted that the damped roots and residues (i.e.

mode shapes) are directly obtained from an equivalent realization from which

the state transition matrix A is diagonal. In developing accuracy indicators

from the system realized modes, it was suggested through use of a Modal

Phase Collinearity (MPC) measure that modes with significant non-normal

phase components are poorly identified and inaccurate. In subsequent work

[23], accuracy measures including MPC were refined and studied, and it

was noted that poor MPC’s can be obtained for accurate modes due to the

real influence of nonproportional damping. Further study of ERA and noise
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modes [24] has largely ignored mode shape phase measures in favor of mag-

nitude indicators such as Modal Singular Value (MSV), which considers the

modal contribution to the measured response. Thus, there is a recognition

of the need to retain identified modes which possess non-normal phase com-

ponents unless those modes are demonstrated otherwise to have been poorly

identified.

There are two general approaches to the problem of determining or

realizing normal mode shapes in the presence of nonproportional damping.

One family of methods, which can be classified as mode shape estimation, uses

each complex mode individually to determine an associated normal mode

estimates. Thus, there is a one-to-one assumed relationship between the

decoupled damped modes and the normal modes, and the resulting modal

parameters are in effect a proportionally-damped estimate of the realized

system. Mode Shape Estimation is characteristically straightforward, but

the modal parameters cannot maintain system dynamics exactly equivalent

to the complex modes model. A recent survey [25] summarizes the common

practice in mode shape estimation of using just the modulus of the complex

modes and dismissing the non-normal phase information, which was referred

to as the standard technique (ST). A new iterative approach is introduced to

maximize the Modal Assurance Criterion (MAC) between the damped modes

and normal modes estimates. Another recent approach [26] refers back to

the measured peaks of the FRFs to extract real mode shape estimates using

the eigenvalues (i.e. frequencies and damping rates) from Polyreference or

ERA.
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In [27], an equivalent realization was shown for which the continuous-

time ERA state space A matrix is rotated to a real form representa-

tive of second-order dynamics, termed the McMillan normal form. This

transformation-based approach provides real-valued mode shape estimation

but does not account for the sensitivity to non-normal phase components in

the complex modes. In other words, when the damping is nonproportional,

the mode shape estimates will be dependent on the complex scaling of the

damped modes, which is not generally defined in a physically-relevant or op-

timal sense. Hence, it is only accurate for proportional damping, for which

the standard technique is adequate.

An alternative family of methods, which can be classified as mode

shape-damping decoupling, involves global transformations which attempt to

fully uncouple the damping matrix in order to obtain the real modes [28-

36]. These methods can correctly account for the nature of nonproportional

damping, and generally compute both real mode shapes and revised damping

and frequency estimates. The revised modal damping matrix is characteris-

tically nondiagonal, and the generalized form of the new modal parameters

make it possible to maintain exact system equivalence with the initial com-

plex damped modal parameters. In [37], a solution for the mass, damping

and stiffness matrices in terms of the ERA system realization is given when

the number of sensors, actuators, and identified modes are all equal. This

method also accomplishes a mode shape-damping decoupling, though it is

not a central point of the algorithm. An important limitation of all the ex-

isting methods for the mode shape-damping decoupling problem is that they

require as many sensors as identified modes in order to uniquely define the

required coordinate transformations.
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The determination of normal modal parameters is a necessary pre-

cursor to the inverse vibration problem, whereby the measured or estimated

vibrational modes are related back to the physical parameters of mass and

stiffness [38]. Solution of this inverse problem is critical to many applica-

tions of structural identification involving physical parameters because the

influence of changes in physical parameters are more highly localized with

respect to physical displacement variables. In addition, physical matrices can

be manipulated through displacement-based operations such as the imposing

of boundary conditions, spatially-distributed applied loadings, substructure

synthesis and assembly, etc. Most approaches to the inverse problem involve

the updating of analytical mass and stiffness matrices, usually obtained from

large-order finite element models as shown in Figure 1.4. Since the size of

the matrices involved are typically much larger than the number of identified

modes and sensors, the update problem lacks a unique solution. Optimal-

matrix update procedures [39-42] determine updated global mass and stiff-

ness matrices by minimizing some measure of the change in the model while

constraining symmetry, positive definiteness, and possibly sparsity or con-

nectivity. Sensitivity-based model update methods [43-45] determine changes

in specified physical parameters (such as element properties) by determining

sensitivity derivatives of the modal parameters. This generally requires pro-

jection of the test-measured mode shapes into the larger space of the finite

element model coordinates, introducing additional uniqueness issues [46].

An alternative to algorithmic model updating or model correlation

is the direct calculation of mass and stiffness operators from the identified

normal modal parameters [47-48]. A unique transformation from any coor-

dinate basis to a basis of measured physical variables is possible when the



19

number of measurements is equal to the number of identified modes, as in

[37]. One important application of physical matrices obtained via model up-

dating methods or direct computations is in the detection of structural dam-

age. Recent work has focused on model update methods [49-54], whereby

analytical models are correlated to the FRFs or more typically normal modal

parameters of a nominal and damaged system. The physical parameters of

the correlated nominal and damaged models are then examined to deduce

information about the location and extent of changes in the structural prop-

erties. Localization of model update changes is a critical issue in damage

detection, due to the indeterminacy of the update problem.

1.4 The Present Structural Identification Research

The current research effort builds on the assumption that model esti-

mation methods such as ERA can determine a complex damped-mode model

to a high degree of accuracy, and thus the realization problem and mode

shape determination problem can be addressed separately. Then, assum-

ing the measured structural system exhibits linear, time-invariant behavior

and is free of nonreciprocal effects, such as gyroscopic damping, the com-

plex modes emanate from symmetrical mass, damping and stiffness matrices,

where the damping is not generally proportional. As discussed previously,

the prevailing approaches to mode shape estimation either dismiss the non-

normal mode shape phase components or seek an optimal solution without

maintaining equivalence to the existing damped modes. In this thesis, a

new mode shape estimation method, termed the Common Basis-Normalized

Structural Identification (CBSI) algorithm [55], has been developed to sys-

tematically determine optimal normal mode shape estimates through state
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space similarity transformations. Like other mode shape estimation tech-

niques (e.g. [25]), CBSI assumes a one-to-one relationship between the

damped and undamped modes, and so will not affect a true decoupling of

nonproportional damping.

An important feature of CBSI is that it employs an objective def-

inition of the model basis through a minimization of the quantities which

do not fit the form of a proportionally-damped second-order model. This

leads to a unique mode shape estimate independent of the complex scaling

of the associated damped mode. In the case of proportional or zero damping,

the CBSI procedure determines exactly the desired normal modal parame-

ters and the associated residual quantities are zero. For nonproportional

damping, CBSI determines an objective pseudo-normal modal basis, and the

non-zero residual quantities are a direct measure of the magnitude and spa-

tial characteristics of the nonproportional component of the damping. The

standard technique, on the other hand, does not lead to an equivalent re-

alization because it lacks a consistent transformation basis. Finally, CBSI

independently accounts for the scaling of the normal mode shapes, and al-

lows for mass normalization using driving point (i.e. collocated input-output)

measurements.

The equivalent model determined by CBSI is a convenient basis for

examining the mode shape-damping decoupling problem. Using the state

space model form and the equivalence properties of nonsingular (i.e. sim-

ilarity) transformations, a new Uncoupled Nonproportional Damping (UN-

DAMP) algorithm has been developed [56]. The purpose of UNDAMP is

to optimally incorporate the residual quantities of the CBSI model into the

estimated normal modes through an equivalent basis transformation. For n
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identified modes, an order-n basis perturbation is uniquely defined for n sen-

sor degrees of freedom, and is directly proportional to the CBSI model resid-

ual quantities. Therefore, when the damping is proportional with respect to

the given sensors, the perturbation is null and the UNDAMP algorithm does

not alter the CBSI-derived modal parameters.

The theoretical development of UNDAMP leads to consistency cri-

terion which governs the damping decoupling problem. This consistency

criterion is determined by considering the key characteristics of second-order

structural models, including the reciprocal behavior of self-adjoint systems

and the nature of the continuous impulse response functions for physical

measurements. This allows for the physical consistency of the identified re-

alization to be evaluated. The consistency criterion ensures that the phase

quantities being incorporated into the physical model through the transfor-

mation are actually consistent with the underlying physics of linear structural

dynamics, i.e. the second-order dynamics of the mass, damping and stiffness

model. Existing methods for mode shape-damping decoupling fail to address

these physical consistency issues, which govern not just the UNDAMP algo-

rithm but the general technique of using the measured degrees of freedom as

an equivalent physical model basis, which is the common feature of all global

damping decoupling methods.

Constraining the UNDAMP algorithm to transformations within a

subspace consistent with the second-order dynamics is an effective approach

for determining physically-relevant solutions when the number of identified

modes is either less than, equal to, or greater than the number of spatial

measurements. When the number of modal states used in the algorithm is

less or equal to the number of measured sensors, the algorithm can normally
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determine a direct solution which implicitly satisfies the displacement consis-

tency criterion. When the number of modal states is greater than the num-

ber of measured physical variables, the second-order transformation prob-

lem becomes under-determined. Using UNDAMP, however, solutions which

account for the known sensor residual quantities are found either by con-

strainting the unmeasured spatial domain to appear proportionally-damped,

or by minimizing a component of the basis perturbation. In these under-

determined solutions, the displacement consistency criterion plays a crucial

role in obtaining a physically-consistent solution.

A new physical basis transformation is also developed for the di-

rect computation of minimal-order mass and stiffness matrices from the

test-derived normal modal parameters given an arbitrarily large number of

modes and a small number of sensors [57]. The method, which requires

mass-normalized mode shapes, is based on static condensation [58] and com-

ponent mode synthesis methods such as Craig-Bampton [59], whereby large-

order mass and stiffness properties are represented approximately or very

accurately in a smaller physical basis. The computed properties are in fact

asymptotically equivalent to Guyan-reduced and Craig-Bampton mass and

stiffness models as the full modal spectrum is identified. The transformation-

based approach exactly preserves the normal modal parameters from test by

augmenting the physical degrees of freedom measured by sensors with gen-

eralized degrees of freedom which together span the observable modes. The

CBSI, UNDAMP, and minimal-order mass and stiffness methods have been

implemented for use in modal test analysis through development of a Struc-

tural System Identification Toolbox for MATLABTM [60]. The functional
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organization of the MATLAB program allows for a high-level algorithmic in-

terface, and flexible command of the manipulated data. Of particular inter-

est is a general command function, labeled era2mdk, which will transform an

ERA-identified discrete time realization through the discrete-to-continuous

time conversion, CBSI modal parameter extraction, UNDAMP transforma-

tion and mass and stiffness computation to directly compute mass and stiff-

ness measures of the given system realization. The toolbox functions are

designed for interfacing with the MODALID [61] package.

The application of CBSI and the minimal-order mass and stiffness

method to the problem of structural damage detection has been studied using

both numerical tests and experimental data from the Structural Dynamics

and Controls Laboratory (SDCL) at the University of Colorado, Boulder.

Two methods of deriving structural element stiffness sensitivity from the

experimentally measured stiffness matrices have been developed [62]. Both

the Pull Test (PT) and the Reduced Element Stiffness Test (REST) enable

the analyst to compare undamaged and damaged data and compute element

stiffness variations which clearly identify damage location. The asymptotic

property of the reduced stiffness definition allows the convergence of the

relevant stiffness parameters to be studied as a function of the system iden-

tification algorithm.

1.5 Outline of the Dissertation

The dissertation is organized as follows. Chapter II reviews system

realization concepts for model identification. Chapters III and IV address
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the determination of normal modal parameters through the CBSI and UN-

DAMP algorithms. Chapter V develops the minimal-order mass and stiff-

ness method for direct computation of physical models. Chapter VI presents

the implementation and application of the structural identification transfor-

mation methods to experimental data examples, including the problem of

structural damage detection.

In Chapter II, the specifics of system realization theory and its ap-

plication to structural identification are presented. The governing equations

of motion for structural dynamics and the definition of normal modes is de-

tailed. Then model estimation techniques are covered, culminating in the

development of system realization methods and ERA through the definition

of Markov parameters and Hankel matrices. The specifics of ERA are con-

trasted with other time-domain estimation methods, and the motivations for

using system realization in model estimation are given.

The CBSI method is detailed in Chapter III. A modal displacement

velocity canonical form of second-order structural dynamics is presented and

a key observation is made about the uniqueness of this model form. Then,

the objective basis definition is developed, and solutions which optimize var-

ious measures of the model residuals are derived. Numerical examples of

undamped, proportionally-damped, and nonproportionally-damped systems

are presented to illustrate the essential features of the algorithm.

In Chapter IV, the UNDAMP algorithm for decoupling mode shapes

and nonproportional damping is developed from the CBSI model basis.

The general solution to the inverse damped vibration problem is briefly
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reviewed as a theoretical foundation for the modal-physical basis transfor-

mation employed in UNDAMP. Well-determined and over-determined solu-

tions are presented, and the displacement consistency criterion is developed.

Then the under-determined problem is studied in light of the known trans-

formation constraints. Two solutions are determined through additional

physical constraint and optimality considerations. Numerical examples of

nonproportionally-damped systems are presented which demonstrate both

well-determined and under-determined solutions.

The determination of minimal-order mass and stiffness matrices is

presented in Chapter V. The direct solution to the normal modes inverse vi-

bration problem is studied, and an equivalence is shown between partitions

of the inverse stiffness matrix expressed in terms of the physical degrees of

freedom and the full modal spectrum. This leads to the definition of a re-

duced stiffness matrix as measured from the available modal test-identified

parameters which has an asymptotic equivalence to the Guyan-reduced stiff-

ness well-known in finite element methodology. An extension of the reduced

stiffness determined from modal test data is then found by applying sys-

tem equivalence and component mode synthesis concepts, leading to the

minimal-order mass and stiffness matrices. The essentials of the algorithm

are demonstrated though numerical and experimental examples.

In Chapter VI, the implementation and application of the struc-

tural system identification methods developed herein are detailed. The

MATLABTM Structural System Identification Toolbox is summarized and

demonstrated on experimental data. The structural identification methods

are then applied to damage detection in a suspended scale model truss struc-

ture. It is demonstrated that, through selection of model coordinate bases,
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modal and physical parameters from modal test data can be efficiently and

systematically determined, and can provide insight into the intrinsic prop-

erties of the measured structure without the use of a pre-existing analytical

finite element model.

Finally, Chapter VII summarizes the contributions of this work, their

relevance to modal testing and system realization methods, and their impli-

cations for the development of intelligent structural systems. Directions for

future research motivated by this work are also discussed.



CHAPTER II

STATE SPACE REALIZATION
FOR STRUCTURAL IDENTIFICATION

This chapter reviews the theoretical basis of structural system identi-

fication. To this end, we introduce the equations of motion for structures and

their transformation to state space canonical forms. The state space or first-

order equation form is important because the generally-damped behavior of

the structural system can only be uniquely expressed from model realizations

of experimental data in terms of the modal parameters of a first-order system

of equations. A review of frequency-domain modal testing is then presented,

followed by a detailed presentation of system realization concepts and the

Eigensystem Realization Algorithm (ERA). Finally, the determination of the

damped modal parameter realization from ERA is reviewed, which links the

modal testing and model estimation developments back to the state space

formulations presented for structural dynamics.

2.1 State Space Formulations of Structural Dynamics

Typically, the equilibrium conditions for linear time-invariant con-

tinuum mechanics are discretized through spatial displacement interpolation

to a finite number of variables (e.g. finite element methods), resulting in the

familiar n-dimensional set of second-order linear differential equations

Mq̈(t)+Dq̇(t) + Kq(t) = B̂u(t)

y(t) = Hdq(t) + Hvq̇(t) + Haq̈(t)
(2.1.1)
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where M, D and K are the mass, damping and stiffness matrices, respec-

tively; q is the n-displacement state vector; u is a m-input force vector; y is

a l-sensor output vector, either displacement, velocity, or acceleration; B̂ is

the input-state influence matrix, and Hd, Hv and Ha are state-output influ-

ence matrices for displacement, velocity, and acceleration, respectively . The

undamped portion of this second-order system can be decoupled through an

eigenvector change-of-basis q(t) = Φη(t), resulting in

η̈(t) + ΦTDΦη̇(t) + Ωη(t) = ΦT B̂u(t)

y(t) = HdΦη(t) + HvΦη̇(t) + HaΦη̈(t)
(2.1.2)

where Φ is the mass-orthonormalized eigenvector basis for the generalized

undamped eigenproblem

KΦ = MΦΩ

such that
ΦTMΦ = In×n

ΦTKΦ = Ω = diag{ωni2, i = 1, . . . , n}

ΦTDΦ = Ξ

(2.1.3)

where ωni is the undamped natural frequency for mode i. In the case of

Rayleigh damping (D = αM+βK or more generally D = αMp +βKr [19]),

this transformation will decouple the damped second-order system, and the

modal damping matrix Ξ is given as

Ξ = diag{2ζiωni, i = 1, . . . , n} (2.1.4)

Here ζi is the modal damping ratio for mode i, which varies from 0% for

undamped vibration to 100% for critically-damped vibration, at which point

the system response for the mode becomes non-oscillatory.
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Systems (2.1.1) and (2.1.2) possess different coordinate bases but are

equivalent second-order realizations of the dynamical problem. To examine

the concept of model equivalence, let us consider the general solution to

(2.1.1). Using the Laplace transform[
Ms2 +Ds + K

]
q(s) = B̂u(s)[

Hd + Hvs+ Has
2
]
q(s) = y(s)

(2.1.5)

Therefore, the input/output relations of(2.1.1) in the s-domain are expressed

in matrix form as y(s) = H(s)u(s) where

H(s) = (Hd + Hvs+ Has
2)
[
Ms2 +Ds + K

]−1
B̂

u(s) =
∫ ∞

0

u(t)e−stdt

y(s) =
∫ ∞

0

y(t)e−stdt

(2.1.6)

andH(s) is the transfer function matrix from input u to output y. The trans-

fer function relationship can also be determined from the modal coordinate

model (2.1.2), viz.

y(s) = (Hd + Hvs+ Has
2)Φ

[
ΦT (Ms2 +Ds+ K)Φ

]−1
ΦT B̂u(s)

= (Hd + Hvs+ Has
2)
[
Ms2 +Ds+ K

]−1
B̂u(s)

= H(s)u(s)

(2.1.7)

Thus, by model equivalence it is implied that the same input/output rela-

tionship exists, regardless of the definition of the internal dynamical states,

in these cases the second-order model variables q and η.
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2.1.1 General State Space Realizations

It is also possible to retain model equivalence while transforming the

equations of motion from second-order to first-order differential form. The

general form of a linear, time-invariant state space realization is

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(2.1.8)

where x is the N×1 state vector, A is the N×N state transition matrix, B is

the N×m input-state influence matrix, C is the l×N state-output influence

matrix, and D is the l × m matrix corresponding to direct input/output

feedthrough. For structural dynamics, u(t) are generally externally applied

forces as in (2.1.1) and B is an array which maps the physical locations of the

input forces to the internal variables of the realization. Similarly, y(t) are

physical sensor measurements such as displacement, velocity or acceleration

and C is an array which constructs these physical quantities from the internal

variables x(t). For example, if x(t) is a vector of physical displacements and

velocities which include as a subset those degrees of freedom driven by u or

measured by y, then B and C are typically binary arrays (i.e. values of 0

or 1). The state space formulation of structural dynamics requires N = 2n

states to equivalently represent the second-order system (2.1.1). Specific

state space realizations for structural dynamics will be presented later in

this section.

One important property relevant to model equivalence is that of the

similarity transformation. Let the state basis x be defined in terms of an

alternate basis v, viz.

x = Tv (2.1.9)
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where T is a nonsingular matrix. Then (2.1.8) is given as

Tv̇ = ATv + Bu

y = CTv + Du
(2.1.10)

or equivalently as

v̇ = T−1ATv + T−1Bu = Av + Bu

y = Cv + Du
(2.1.11)

where
A = T−1AT

B = T−1B

C = CT

(2.1.12)

Thus (2.1.11) is a new realization of (2.1.8) in terms of the state definition

v. The coordinate transformation T is termed a similarity transformation

because the eigenvalues of the realization λ which satisfy

|λI−A| = 0

are invariant under this transformation. Because these are the eignenvalues

of A and A, the two matrices are said to be similar. Another important

property of the similarity transformation is that it preserves the transfer

function H from u to y. Applying the Laplace transform to (2.1.11),

y(s) = C (sI−A)−1 Bu(s)

= CT
(
sT−1T−T−1AT

)−1
T−1Bu(s)

= C (sI−A)−1 Bu(s)

(2.1.13)

Thus, the similarity transformation (2.1.12) leads to an equivalent model re-

alization. From this development, it can be stated that there are an infinite
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number of equivalent realizations of (2.1.8) which can be determined from

similarity transformations utilizing nonsingular coordinate (basis) transfor-

mations such as T.

2.1.2 State Space Realizations for Structural Dynamics: Physical Variables

A family of state space realizations of (2.1.1) can be expressed

through a generalized momentum variable v (see [63]). Define v as

v(t) = E1Mq̇(t) + E2q(t) (2.1.14)

and the state space basis as

x(t) =
{

q(t)
v(t)

}
(2.1.15)

Rather than determining the general state space equations for x, two special

basis choices will be considered:

I. E1 = M−1, E2 = 0

II. E1 = I, E2 = D
(2.1.16)

For Case I, since v = q̇ the state space basis can be termed a physical

displacement-velocity (PDV) model. The resultant model is given by

ẋI(t) = AIxI(t) + BIu(t)

y(t) = CIxI(t) + Du(t)
(2.1.17)

where

AI =
[

0 I
−M−1K −M−1D

]
BI =

[
0

M−1B̂

]
CI = [ Hd 0 ] + [ Hv 0 ] AI + [ Ha 0 ] A2

I

= [ Hd −HaM−1K Hv −HaM−1D ]

D = HaM−1B̂

(2.1.18)
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Similarly, for case II, v = Mq̇+Dq are the generalized momenta of q and the

state basis definition (2.1.15) results in a physical displacement-momentum

(PDM) model. The canonical equations for Case II are

ẋII(t) = AIIxII(t) + BIIu(t)

y(t) = CIIxII(t) + Du(t)
(2.1.19)

where

AII =
[
−M−1D M−1

−K 0

]
BII =

[
0
B̂

]
CII = [ Hd 0 ] + [ Hv 0 ] AII + [ Ha 0 ] A2

II

D = HaM−1B̂

(2.1.20)

The equivalence of (2.1.17)-(2.1.20) to (2.1.1) is easily verified as

follows. Again, using Laplace transforms, the transfer function for (2.1.17)

can be found as

H(s) = D + CI (sI −AI )−1 BI

= D + CI

(
1
s

+
1
s2

AI +
1
s3

A2
I + · · ·

)
BI

= D +
1
s
CIBI +

1
s2

CIAIBI +
1
s3

CIA2
IBI + · · ·

(2.1.21)

Then, substituting the expressions for AI , BI , CI and D from (2.1.18) and

simplifying,

H(s) =
[
Hd + Hvs+ Has

2
]

(M−1s−2 −M−1DM−1s−3−

(M−1(K−DM−1D)M−1)s−4 + · · · )B̂

= (Hd + Hvs+ Has
2)
[
Ms2 +Ds + K

]−1
B̂

(2.1.22)

Thus, the state vector definition for physical variables (2.1.15) spans the

second-order dynamics, and the resultant physical variable realizations(2.1.17)-

(2.1.20) lead to fully-equivalent state space realizations of (2.1.1).
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2.1.3 State Space Realizations for Structural Dynamics: Normal Modal Variables

Equivalent state space models can also be developed analogously

from the second-order modal equations (2.1.2). In this case, the generalized

variable v is defined as

v(t) = E1η̇(t) + E2η(t) (2.1.23)

and the state basis as

x(t) =
{
η(t)
v(t)

}
(2.1.24)

Two additional state space models are then defined as special cases of this

general form, viz.
III. E1 = I, E2 = 0

IV . E1 = I, E2 = Ξ
(2.1.25)

Case III results in a modal displacement-velocity (MDV) model, while case IV

can be termed a modal displacement-momentum (MDM) model, as both are

related to the physical first-order models defined by cases I and II through

the modal change of basis Φ. The model forms are the same as (2.1.17) with

AIII =
[

0 I
−Ω −Ξ

]
BIII =

[
0

ΦT B̂

]
CIII = [ HdΦ 0 ] + [ HvΦ 0 ] AIII + [ HaΦ 0 ] A2

III

= [ HdΦ−HaΦΩ HvΦ−HaΦΞ ]

D = HaΦΦT B̂ = HaM−1B̂

(2.1.26)
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for Case III and

AIV =
[
−Ξ I
Ω 0

]
BIV =

[
0

ΦT B̂

]
CIV = [ HdΦ 0 ] + [ HvΦ 0 ] AIV + [ HaΦ 0 ] A2

IV

= [ HdΦ−HvΦΞ + HaΦΞ2 −HΦΩ HvΦ−HaΦΞ ]

D = HaΦΦT B̂ = HaM−1B̂

(2.1.27)

for Case IV. The model equivalence of (2.1.2) and (2.1.17)-(2.1.20) applies

also to cases III and IV, resulting in a family of state space and second-order

models, each of which has particular advantages for simulations, controls

design, and system identification (e.g. see [64]).

2.1.4 State Space Damped Modal Realizations

As noted previously, for systems with Rayleigh damping, or where

D = αMp + βKr, the modal equations (2.1.2) are decoupled, as Ξ is di-

agonal. This form of damping is referred to variously as diagonal, modal,

classical, or proportional damping. When Ξ is not diagonal, the damping is

termed non-classical or nonproportional, due to the fact that D cannot be

expressed as a proportional combination of M and K. One physical interpre-

tation of this type of damping is that the modes which decouple the system

equations are now complex, such that there are phase relationships between

the various physical displacements of the structure within each mode. An-

other interpretation is that the classical undamped modes of the structure

are energy-coupled through the off-diagonal terms of Ξ.

Because the second-order equations of motion for nonproportionally-

damped systems cannot be decoupled by the normal modes of M and K, the
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governing eigenproblem for nonproportional damping must be formulated

from equivalent first-order equations of motion. To this end, the PDV model

(2.1.17)-(2.1.18) with displacement sensing is rewritten in a symmetrical com-

panion form as[
D M
M 0

]{
q̇
q̈

}
=
[
−K 0

0 M

]{
q
q̇

}
+
[

B̂
0

]
u

yd = [ Hd 0 ]
{

q
q̇

} (2.1.28)

which leads to the symmetric generalized eigenproblem[
−K 0

0 M

] [
X

XΛ

]
=
[

D M
M 0

] [
X

XΛ

]
Λ (2.1.29)

such that [
X

XΛ

]T [ D M
M 0

][
X

XΛ

]
= I[

X
XΛ

]T [−K 0
0 M

][
X

XΛ

]
= Λ

Λ = diag{σi ± jωi, i = 1, . . ., n}

X = b. . . ,<(Xi)± j=(Xi), . . .c

(2.1.30)

An equivalent normalized damped modal realization is then given by

żn = Λzn + XT B̂u

yd = HdXzn
(2.1.31)

Here the columns of X are the complex damped mode shapes normalized with

respect to the physical properties of the structure, and possibly possessing

phase relationships within each decoupled mode between spatially distinct

points. The symmetry of the damping matrix and the resultant generalized

eigenproblem is important because they imply reciprocal behavior between

spatially-distinct points. This property of self-adjoint structural systems is
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useful for identification because it allows the sensor mode shapes and the

modal participation factors of the input forces to be treated as equivalent.

For systems possessing gyroscoping damping, for example, it is necessary

to apply input forces at every sensor degree of freedom in order to discern

the structural properties. This is because the right and left eigenvectors of

(2.1.29) are no longer equivalent.

In the case of proportional damping, complex mode shapes and eigen-

values are still obtained when posing the first order eigenproblem as above,

but the complex and real modal quantities are directly related to one another

for each mode i as
σi = −ζiωni

ωi = ωni

√
1− ζ2

i

<(Xi) =
1

2
√
ωi
φi

=(Xi) = − 1
2
√
ωi
φi

(2.1.32)

where φi and Xi are normalized as in (2.1.3) and (2.1.30), respectively.

Figure 2.1 illustrates the contributions of the real and imaginary parts of the

frequency domain transfer function to a typical displacement response in the

case of two closely spaced modes for both proportional and nonproportional

damping.

Thus, the intrinsic modes for nonproportional damping are different

from those of classically-damped systems. The preceding discussion points

out both the distinctions between the undamped and damped eigenproblems

and their respective modal parameters, and the importance of the first-order

(or state space) form in the behavior of damped structural dynamics. In the

next section, some traditional and modern methods for modal testing and
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Figure 2.1: Contributions of Real and Imaginary Components of the Fre-
quency Response Function for Proportional and Nonproportional
Damping

data analysis will be reviewed and contrasted with the theoretical develop-

ment of modal parameters.

2.1.5 Displacement-Output Equivalent Realizations

Although the state space models forms developed in the preceding

sections are general enough to accommodate displacement, velocity and ac-

celeration sensing, the most convenient form for structural system identi-

fication is displacement sensing. This is because the influence matrices for

force inputs and displacement outputs in the various physical or modal bases

previously studied are identically scaled. This leads to a number of “dual”

relationships to be exploited in the following chapters. Fortunately, it is

not necessary in theory to utilize displacement sensing in order to apply
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identification methods for structural dynamics. Realizations utilizing ve-

locity and acceleration sensing can be effectively “integrated” to determine

displacement-equivalent realizations. These realizations possess equivalent

damped eigenvalues and eigenvectors (except for scaling), hence there is no

loss of accuracy and generality by developing structural identification meth-

ods for the displacement-output equivalent realizations. The form is adopted

here for simplicity in deriving and presenting second-order identification pro-

cedures. Note that this does not imply using acceleration and displacement

sensing in model estimations (i.e. realizations) of experimental data is equiv-

alent. The model estimation or realization of experimental data is never

exact, hence the specific algorithm employed, and the nature of the param-

eters matched or the error norms, will affect the results, leading to different

identifications of displacement and acceleration output data.

A state space realization of a structural dynamic system is given

with displacement outputs yd(t) as

ẋ(t) = Ax(t) + Bu(t)

yd(t) = Cdx
(2.1.33)

Then differentiating yd(t) in time, corresponding velocity and acceleration

outputs yv(t) and ya(t) at the same physical degrees of freedom are given as

yv(t) = ẏd(t) = Cdẋ(t)

= CdAx(t) + CdBu(t)

= Cvx(t) + Dvu(t)

ya(t) = ÿd(t) = CdAẋ(t) + Dvu̇(t)

= CdA2x(t) + CdABu(t) + Dvu̇(t)

= Cax(t) + Dau(t) + Dvu̇(t)

(2.1.34)
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However, from the underlying physics, acceleration is directly proportional

to force but not to derivatives of force, viz.

Dv = CdB = 0 (2.1.35)

The displacement, velocity, and acceleration outputs are thus related as

yd(t) = Cdx(t)

yv(t) = Cvx(t)

ya(t) = Cax(t) + Dau(t)

(2.1.36)

where
Cd = CvA−1 = CaA−2

Da = CdAB = CaA−1B = HM−1B̂
(2.1.37)

Therefore, the displacement-equivalent output influence matrix Cd can be

obtained from a given velocity or acceleration output influence matrix by

“integrating” once or twice respectively though multiplication of A−1 as

shown in (2.1.37a). The relationship (2.1.37b) is furthermore an indicator

of the consistency of the acceleration feedthrough term Da with respect

to the dynamics of A, B and Cd, which together are assumed to be the

equivalent representation of a second-order force-input, displacement output

structural dynamic system. It can be verified that all state space realizations

of structural dynamics, i.e. derived from and equivalent to (2.1.1), satisfy

(2.1.35)-(2.1.37).



41

2.2 Frequency Domain Modal Testing and Data Analysis

As mentioned in the introductory chapter, modal tests may employ

either narrowband or broadband excitation. The purpose of narrowband ex-

citation, as is typical in tuned sine dwell testing, is the direct steady-state

measurement of the modal parameters. The narrowband excitation is em-

ployed to excite one mode of vibration at a time. Damping estimates are

obtained by the degree of force input required to maintain the modal exci-

tation in a steady-state condition, i.e. the energy input which balances the

energy loss from damping. The major problems with tuned sine dwell testing

are the expense and time required to perform a full modal survey of a complex

structure, ability to discern repeated modal frequencies, the appropriation

of multiple actuator forces necessary to accurately tune modes, and the im-

plicit dependence on analytical models to predict where to tune or search

for significant modes. Although problematic, much valuable troubleshooting

of structural designs has been traditionally accomplished through sine dwell

tests.

In the preceding section, various equivalent forms for structural dy-

namics were presented using both first and second-order equation forms.

It was shown that, although these models possess differing matrix coeffi-

cients and variable bases, the underlying dynamics as represented by the

input-output transfer functions remain invariant. Measurement of the sys-

tem transfer functions in the frequency domain is then exploited in frequency

domain modal testing. The use of broadband testing was first motivated by

the need to observe and measure an entire spectrum of vibrational response

so as to discern modes which might not have been predicted by analytical

modeling. The mathematical foundations of signal analysis through Fourier
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transforms predates the use of broadband modal testing. The advent of dig-

ital signal processing, however, has enabled broadband testing to become

widely utilized. We now briefly review the theory and equations related to

frequency domain structural characterization and its relationship to modal

parameter estimation.

2.2.1 Frequency Domain Characterization of Structures

The foundation of frequency domain characterization of structures

is the Fourier transform, defined mathematically as

X(f) = F [x(t)] =
∫ ∞
−∞

x(t)e−j2πftdt (2.2.1)

where x(t) is some continuous function of t and X(f) is the corresponding

Fourier transform and a continuous complex function of the cyclical fre-

quency f . In the case of structural dynamics, t is generally the variable for

time, and x(t) is a real function relating the change in a parameter to time.

Similarly, the inverse Fourier transform is given as

x(t) = F−1 [X(f)] =
∫ ∞
−∞

X(f)ej2πftdf (2.2.2)

In the frequency domain, just as with the Laplace transform, the

transforms of the input and output functions u and y are related through

the transfer function, here termed the Frequency Response Function (FRF),

and given by

Y(f) = H(f)U(f) (2.2.3)

where, for linear second-order structural dynamics

H(f) =
(
Hd + j2πfHv − 4π2f2Ha

) [
−4π2f2M + j2πfD + K

]−1
B̂

(2.2.4)
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2.2.2 Determining Response Functions from Modal Tests

The digital counterparts to the Fourier transform and its inverse

transform are generally termed discrete Fourier transforms (DFT) and are

given as

X̄(fk, N) = ∆t
N−1∑
n=0

x (n∆t) e−j2πnk/N k = 0, 1, . . . , N/2

fk = ± k

N∆t

(2.2.5)

where bar notation is used to denote the discrete nature of the transform.

The Fast Fourier Transform (FFT) [65] is a particularly efficient algorithm

for computing DFTs when the data record length N is a factor of 2. In

modern modal testing and data reduction, digital signal processing utilizing

FFTs is the normal procedure for determining discrete FRFs.

In order to obtain the FRFs of the system input-output pairs from

the discrete Fourier transforms of the input uj and output yj , the one-sided

(i.e. fk ≥ 0) auto spectral and cross spectral densities are typically employed

[66], viz.

Guiyj (fk) =
2
N
E [Ui(fk, N)∗Yj(fk, N)]

Guiui(fk) =
2
N
E [Ui(fk, N)∗Ui(fk , N)]

Gyjyj (fk) =
2
N
E [Yj(fk, N)∗Yj(fk, N)]

(2.2.6)

where the operator E denotes averaging of the spectral densities over multiple

test trials. From the auto spectral and cross spectral densities, the FRFs and

the coherence function are computed as

Huiyj (fk) =
Guiyj (fk)
Guiui(fk)

γ2
uiyj

(fk) =
|Guiyj (fk)|2

Guiui(fk)Gyjyj (fk)

(2.2.7)
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The model estimation problem may be solved either in the frequency domain

using the discrete FRFs as defined above, or in the time-domain. In this

case, the FRFs must be transformed using an inverse FFT into the discrete

impulse response functions, otherwise known as Markov parameters. The

Markov parameters are invariant properties of the system dynamics which

though discrete convolution relate the forced response of the outputs to the

input time history, viz.

y(k) =
k∑
i=0

h̄(k − i)u(i) (2.2.8)

where

h̄(tn) = IDFT (H̄(jωk))

and IDFT symbolizes the inverse of the discrete Fourier transform (2.2.5) as

implemented using the FFT-based algorithm. The model estimation prob-

lem will now be reviewed, whereby a finite-dimensional model is fit in the

frequency or time domain to the FRFs or Markov parameters, leading to the

extraction of the damped modal parameters.

2.3 The System Realization Problem and ERA

Generally the measured data obtained from modal testing, typically

in the form of discrete FRFs or impulse response functions for each input-

output pair, is not utilized directly in model correlation analyses, vibration

control design or damage detection algorithms. It is necessary instead to

determine a small number of intrinsic modal (hopefully normal mode) pa-

rameters which equally represent the large quantity of redundant response

samples in the FRFs.
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The earliest approaches to model estimation involved circle-fitting

methods (e.g. [1]), which yields the estimated frequencies mode shapes and

damping for a single FRF (i.e. a single input-output pair). More systematic

and rigorous approaches for the Single-Input-Multiple-Output (SIMO) model

estimation problem was eventually developed, starting with the Ibrahim

Time Domain (ITD) [5] and complex exponentials [6], both of which op-

erate in the time domain on the impulse response functions and determine

least-squares solutions. It is not possible, however, to distinguish modes with

close or identical frequencies using these methods, and so a Polyreference

method [7], which determines a solution for the Multiple-Input-Multiple-

Output (MIMO) model estimation problem, was developed. The damped

modal characteristics are then determined from the poles and residues of the

estimated model. Polyreference is similar to the least-square methods except

for its multiple-input characteristics, and reduces to the complex exponential

method in the case of a single input.

A key characteristic of these methods is that the model order, or the

number of intrinsic modes, is not determined systematically by the model

estimation solution. The estimated model will typically retain a higher or-

der so that the modes of interest are identified accurately. Then the roots

of the estimated model must be studied to determine which are structural

and which are residual modes due to the high order of the model. Thus,

in terms of linear systems theory, the estimated models lack properties such

as model order minimization and model uniqueness. By formally address-

ing these properties through system realization theory, modern methods of

model estimation have been developed which are advantageous for deter-

mining minimal-order realizations of MIMO systems. We will now briefly
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review the concept of system realization for discrete-time systems and its

implementation via the Eigensystem Realization Algorithm (ERA) for the

time-domain estimation of modal test models.

2.3.1 Discrete-Time Models and System Realization

The various state space forms discussed previously for a linear time-

invariant system are recast in a general form as

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(2.3.1)

The general state solution of (2.3.1) is

x(t) = h(t)x(0) +
∫ t

0

h(t− τ )Bu(τ )dτ (2.3.2)

where

h(t) = eAt

is the continuous-time impulse response function.

Now consider a sampled data system with a zero-order hold; that is,

the input u is held constant at the value u(k∆t) over the time k∆t ≤ t ≤

(k + 1)∆t, where ∆t is the sampling rate of the input/output data. Then,

(2.3.2) at time t = k∆t can be expressed as

x(k∆t) = h(k∆t)x(0) +
∫ k∆t

0

h(k∆t− τ )Bu(τ )dτ

x((k + 1)∆t) = h(k∆t+ ∆t)x(0) +
∫ k∆t

0

h(k∆t+ ∆t− τ )Bu(τ )dτ

+
∫ k∆t+∆t

k∆t

h(k∆t+ ∆t− τ )Bu(τ )dτ

= h(∆t)x(k∆t) + {
∫ ∆t

0

h(∆t− τ̂)Bdτ̂}u(k∆t)

(2.3.3)
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The corresponding discrete-time (sampled data) model with a zero-order

hold and a sampling rate of ∆t is therefore given by

x(k + 1) = Āx(k) + B̄u(k)

y(k) = Cx(k) + Du(k)
(2.3.4)

where
Ā = h(∆t) = eA∆t

B̄ =
∫ ∆t

0

h(∆t− τ )Bdτ =
∫ ∆t

0

eA(∆t−τ)Bdτ

x(k) = x(k∆t)

u(k) = u(k∆t)

y(k) = y(k∆t)

(2.3.5)

For an initially-relaxed system (x(0) = 0), the solution for the output y(k)

is given by

y(k) = Du(k) + CB̄u(k − 1) + CĀB̄u(k − 2) + · · · + CĀk−1B̄u(0)

=
k∑
i=0

Y(k − i)u(i)

(2.3.6)

where Y(i) are the discrete-time impulse response functions, otherwise

known as the Markov parameters, defined as

Y(0) = D

Y(i) = CĀi−1B̄ i = 1, . . . ,∞
(2.3.7)

Extending the concept of model equivalence discussed previously, the

Markov parameters characterize the unit impulse input/output relationships

of the system and as thus are unique for the system. Any equivalent re-

alization of the system must therefore preserve the Markov parameters; in
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particular, all nonsingular state basis transformations x(k) = Pz(k) lead to

equivalent models, as the new model is given by

z(k + 1) = P−1ĀPz(k) + P−1B̄u(k)

y(k) = CPz(k) + Du(k)
(2.3.8)

and the Markov parameters are then

Y(0) = D

Y(i) = CP
(
P−1ĀP

)i−1
P−1B̄ = CĀi−1B̄

(2.3.9)

The system realization problem is: given a sequence of Markov pa-

rameters Y(i) of the system (2.3.4), determine a realization [Ā0, B̄0,C0]

which best approximates the given Markov sequence according to some mea-

sure of accuracy, viz.

x0(k + 1) = Ā0x0(k) + B̄0u(k)

y(k) = C0x0(k) + D0u(k)
(2.3.10)

such that
D0 = Y(0)

C0Āi−1
0 B̄0 ≈ Y(i), i = 1, 2, . . .

where x0 is the resultant state vector and u and y are the system inputs

and outputs. Clearly, there are an infinite number of equivalent realizations

for the given data; that is, any set [P−1Ā0P,P−1B̄0,C0P] is an equivalent

realization, where P is a nonsingular basis transformation x0(k) = Pxp(k).

Solution of the realization problem concerns issues of model order, unique-

ness, noise, model measures to be fitted, etc.
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2.3.2 The Eigensystem Realization Algorithm (ERA)

As an example of practical system realization for structural identifi-

cation, the Eigensystem Realization Algorithm (ERA) [8] is presented herein.

This technique provides a systematic approach to model order determination

for a given accuracy, and the derivation of the discrete state space model.

The algorithm itself was developed by Ho and Kalman [13] and uses the

discrete-time shift of the Markov parameters, which are used to form a Han-

kel matrix, defined as follows.

Hqd(k) =



Y(k + 1) Y(k + 2) · · · Y(k + d)
Y(k + 2) Y(k + 3) · · · Y(k + d+ 1)
· · · ·
· · · ·
· · · ·

Y(k + q) Y(k + q + 1) · · · Y(k + q + d− 1)

 (2.3.11)

We also define the order-q observability and order-d controllability matrices

in terms of the desired system matrices [Ā0, B̄0,C0] as

Vq =



C0

C0Ā0

·
·
·

C0Āq−1
0

 Wd = [ B̄0 Ā0B̄0 · · · Ād−1
0 B̄0 ] (2.3.12)

Then, the Hankel matrix (2.3.11) is directly related to the unknown realiza-

tion, as

Hqd(k) = VqĀk
0Wd (2.3.13)

Juang and Pappa [8] introduced the use of the singular value decomposition

(SVD) of Hqd(k) to generalize the Ho-Kalman algorithm to structural system



50

identification when noise is present. Thus, for ERA, the measured Hankel

matrix is expressed as

Hqd(k) = PSQT =
Nmax∑
i=1

sipiqTi (2.3.14)

where P and Q are orthonormal q×q and d×d matrices composed of column

vectors pi and qi, respectively, S is a q × d matrix with the singular values

si of Hqd(k) on the main diagonal and zeros elsewhere, and Nmax is the

minimum of q and d. Minimum model order is determined by minimizing

the matrix norm between the measured and realized Hankel matrices Hqd(k)

and Ĥqd(k), viz.

min‖Hqd(k)− Ĥqd(k)‖

Ĥqd(k) can be determined by truncating the SVD series expansion given in

(2.3.14), that is determining N such that sN+1 ≤ ε ≈ 0. Therefore, using the

measured Hankel matrix Hqd(0), the realized Hankel matrix Ĥqd(0) is

Ĥqd(0) ≈
N∑
i=1

sipiqTi = PNSNQT
N (2.3.15)

where

PN = P(1 : q, 1 : N) SN = S(1 : N, 1 : N) QN = Q(1 : d, 1 : N)

(2.3.16)

Then, having properly determined N , let

Ŵd = S1/2
N QT

N V̂q = PNS1/2
N (2.3.17)

and derive Ā0 using Hqd(k), viz.

Hqd(k) = V̂qĀkŴd = PNS1/2
N ĀkS1/2

N QT
N (2.3.18)
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Āk
0 = S−1/2

N PT
NHqd(k)QNS−1/2

N (2.3.19)

Specifically, Ā0 is generally found using Hqd(1) since this allows the maxi-

mum values for q and d given a finite length data set, does not require any

further computation to find Ā0, and is least sensitive to the effects of noise.

Thus

Ā0 = S−1/2
N PT

NHqd(1)QNS−1/2
N (2.3.20)

Finally, B̄0 and C0 are given directly by matrix partitions of Vq and Wd,

respectively,

B̄0 = Ŵd(1 : N, 1 : m) C0 = V̂q(1 : l, 1 : N) (2.3.21)

and D0, which is invariant to the state basis definition, is given by

D0 = Y(0) (2.3.22)

There are an infinite number of equivalent realizations obtainable using the

Hankel-based formulation shown above. This particular realization, however

is distinctive in the following ways. First and foremost, it is a minimal-order

realization in the absence of noise or for a defined accuracy because of the

singular value decomposition (i.e. generalized pseudo-inverse) formulation of

V̂q and Ŵd. Secondly, it is a balanced realization due to the equal distribu-

tion of the singular values of Hqd(0) in the definitions of V̂q and Ŵd.

This is the basic development and approach for modern time-domain

model realization using ERA, though a number of theoretical and computa-

tional variations exist [17-18]. This family of identification algorithms share

a common aspect, that of requiring as input the discrete system Markov

parameters, which can be obtained through discrete Fourier transforms and



52

spectral analysis as detailed in Section 2.2. A recent development also al-

lows derivation of the Markov parameters in the time domain, with a side

benefit of providing filter gains of an asymptotically stable observer model

[67]. This approach is related to the use of auto regressive moving average

(ARMA) methods known in classical system identification [22].

2.3.3 Determining the Damped Modal Realization from ERA

Using the resultant system realization provided by ERA, the damped

modal parameters are obtained as follows. Using the eigenvectors Ψ of Ā,

defined as

Ā0Ψ = ΨΛ̄ (2.3.23)

the damped mode shapes Cz and continuous-time complex eigenvalues are

Λ̄ = Ψ−1Ā0Ψ

Λ =
ln Λ̄
∆t

= diag{σi ± jωi, i = 1, . . . , n}

Cz =


C0Ψ for displacement sensing

C0ΨΛ−1 for velocity sensing
C0ΨΛ−2 for acceleration sensing

Cz = b. . . ,<(Czi)±=(Czi), . . .c i = 1, . . . , n

(2.3.24)

and the damped modal realization for displacement output, equivalent to

(2.3.10) in continuous-time, is given by

ż = Λz + Bzu

yd = Czz
(2.3.25)

where

Bz = Ψ−1B0 (2.3.26)

and B0 is the continuous-time transform of B̄0.
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The damped modal realization (2.3.25) is one of the primary model

realizations sought in structural system identification, as it is equivalent to

the normalized damped modal realization (2.1.31) to within an arbitrary

complex scaling of the state basis. As noted previously, when driving-point

measurements (from sensors collocated with the forcing inputs) are available,

the symmetry of the input and output matrix coefficients in (2.1.31) can be

exploited to determine the complex scaling relating Cz and X, and thus

determine the “mass-normalized” damped mode shapes X.

Note that, for a collocated actuator J and sensor K, HK = B̂J .

Thus, in the displacement output realization, the force-state input influence

array and the state-output influence arrays are transposes of one another.

This provides a criterion for physically-based normalization of the damped

mode shapes such that they can be interpreted as the normalized damped

mode shapes X without a priori knowledge of M, D and K. The correct

physically-based normalization of the damped modal realization is as follows.

The damped modal states z and their normalized counterparts zn are related

by a complex scaling transformation Fn, viz.

zn = Fnz (2.3.27)

where Fn is diagonal. Applying the similarity transformation Fn to the

damped modal realization (2.3.25) with displacement output, the normalized

damped modal realization is given by

żn = Λzn + FnBzu

yd = CzF−1
n zn

(2.3.28)
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The normalization of the damped mode shapes X implies that, for a collo-

cated force input J and displacement output K, the normalized force-state

influence matrix FnBz is the transpose of the state-output influence matrix

CzF−1
n . Therefore, for each state zi,

fiBziJ =
CziK
si

⇒ fi =

√
CZiK
BziJ

Fn = diag{fi, i = 1, . . . , 2n}

(2.3.29)

Thus, the normalized mode shapes HX = CzF−1
n can be determined from

the unscaled damped modal realization (2.3.25) using driving point mea-

surements. If the driving point sensor measures acceleration, then recalling

(2.1.37) the output influence matrix in the z basis C0Ψ can be effectively

integrated by postmultiplying with Λ−2 and then treated as the damped

displacement mode shapes Cz thereafter.

2.4 Concluding Remarks

In this chapter, a number of equivalent second-order and state space

realizations of structural dynamics have been reviewed, concluding with the

damped modal realization which expresses the intrinsic modal parameters

of the generally damped structural system. A brief discussion of discrete

frequency domain characterization of structures was also given, focusing on

the definition of response functions and their determination using broadband

modal testing and digital signal processing techniques. Finally, the model

estimation problem was reviewed and its solution via system realization,

and in particular ERA, was presented in detail. It was shown how the ERA
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realization can be transformed into the damped modal realization which

yields the damped modal parameters Λ and Cz.

Thus, the damped modal parameters of (2.1.1) are derivable in a gen-

eral sense from broadband modal testing and system realization methods. As

discussed in Chapter I, however, these modal parameters still implicitly con-

tain the influence of system damping, and are thus only directly applicable

to physical parameter derivation and model correction when the damping

can be accurately characterized independently of the structure’s mass and

stiffness. Unfortunately, damping is usually the least understood or accu-

rately known physical quantity. Thus, the normal modes, which express the

undamped system behavior, are the desired modal quantities for model up-

dating and physical parameter determination. In the next chapter, methods

for estimating normal modal parameters from Λ and Cz will be reviewed,

and a new method based on similarity transformations will be presented

for approximating the normal modal parameters from the damped modal

parameters Λi and Czi of individual damped first-order modes.



CHAPTER III

COMMON BASIS-NORMALIZED
STRUCTURAL IDENTIFICATION

3.1 Introduction

This chapter presents a procedure for transforming the system

theory-based realization models into corresponding normal modal coordinate-

based structural models. Since a key idea employed in the development of

the present procedure is a common basis which is objectively oriented and

normalized, it is designated as a common basis-normalized structural identi-

fication (CBSI) procedure. The resultant model is a uniquely-defined realiza-

tion for a given sequence of Markov parameters, which in turn are uniquely

determined for a linear structure with given inputs and outputs. Thus, the

CBSI method leads to a unique estimation of the normal modal parameters

for a given measure of the system dynamics. That is, regardless of the model

estimation algorithm used, and the rotation and scaling of the damped modes

which results, CBSI can transform equivalent realizations of the system to

the same objectively-defined normal modal coordinate definition and thus

will recover identical normal modal parameters.

The transformations employed by CBSI are determined and applied

on each damped mode individually, and thus CBSI is a normal mode esti-

mation technique. That is, because CBSI does not account for the coupling
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effects of nonproportional damping, which violates the one-to-one correspon-

dence between the damped and normal modal vectors, it is not possible in

general to capture the true normal modal parameters, and thus the relevant

partitions of the CBSI-transformed realization contains estimates of the nor-

mal modes. However, because of the transformation procedure approach

used, the state space realization obtained using CBSI is fully equivalent to

the damped modes. The equivalence of the CBSI state space realization is

useful in that the residuals of the normal mode estimates, that is the parti-

tions of the realization not fitting the MDV basis form, can be used to directly

quantify the effects of estimating the system dynamics using proportionally-

damped normal modal parameters.

There are several by-products that the present procedure provides,

primarily due to the common basis normalization employed in the procedure.

First, the present transformation procedure allows the integration of differ-

ent realized models with varying actuator and sensor locations if they arise

from the same structure. Second, each sensor/actuator pair or groups of sen-

sors and actuators can be processed in parallel and combined concurrently

or sequentially for the construction of a global model. From a structural

dynamics point of view, the transformation to an objective basis provides

a state space model coinciding with the canonical form of the second-order

equations of motion, thus extracting the classical real-valued parameters of

interest to modal testing, mass-normalized normal modes and a diagonal

modal damping matrix, while maintaining the system equivalence properties

of the state space form.
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This Chapter is a more formal treatment of the CBSI method pre-

sented previously in [55]. That work has been extended to correctly de-

termine objective bases in general symmetrically-damped multiple-input-

multiple-output (MIMO) systems. This is accomplished by minimizing parti-

tions of either the B or C arrays through an optimization-based formulation,

which leads effectively to a least-square solution for the transformation pa-

rameters. In addition, an alternate symmetrical formulation of CBSI, which

is alluded to in [56], is formally developed, leading to a symmetrical compan-

ion form realization. The symmetrical CBSI requires driving point measure-

ments in order to correctly rotate the damped mode shapes, as opposed to

a rotation of the real mode estimates as in [55]. The least-square CBSI does

not specifically require this normalization, although a mass normalization of

the mode shapes can be effectively found using driving point measurements

with any of the CBSI algorithm variants.

The normal mode estimation problem is presented in Section 3.2,

including a brief theoretical review of existing methods. In Section 3.3, a

transformation theory for obtaining a second-order canonical basis is devel-

oped. It is then shown that the procedure applied in [27] for mode shape

identification does not recover a second-order basis. The CBSI procedure is

then presented in Section 3.4, which develops a second transformation for

the McMillan normal form realization of [27] such that the correct second-

order canonical basis is obtained. Finally, the symmetrical CBSI method is

presented as an alternative to the similarity transformation-based methods

of the basic CBSI. Numerical examples of the CBSI procedures are given in

Section 3.5.
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3.2 Normal Mode Estimation from Damped Modes

As discussed in Chapter I, the normal mode estimation problem is a

subclass of the general normal mode determination problem. In normal mode

estimation, the normal mode shapes are determined individually from each

decoupled damped mode, so that the resultant normal modes are assumed

to be related one-to-one with the damped modes. Recalling (2.1.32), the

damped and normal modal quantities for proportional damping are directly

related to one another for each mode i as

σi = −ζiωni

ωi = ωni

√
1− ζ2

i

<(Xi) =
1

2
√
ω1
φi

=(Xi) = − 1
2
√
ω1
φi

(3.2.1)

where φi and Xi are the mass-normalized normal and damped mode shapes,

respectively, σi and ωi are the real and imaginary parts of the first-order

eigenvalues, respectively, ωni is the undamped natural frequency, and ζi

is the modal damping ratio. This condition only holds completely for

proportionally-damped systems, or in the limit as the degree of damping

goes to zero. Hence, in the more general damping case, the mode-by-mode

approach to normal modal parameter estimation is an approximation. The

alternate approach to normal mode determination requires the damping to

be completely decoupled from the normal modal parameters through a gen-

eral transformation which spans the full state space of the realization. This

problem, termed mode shape-damping decoupling, is studied in Chapter 4.
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3.2.1 Traditional Approximation Methods

The traditional approach to normal mode estimation is based on the

expression of proportionally-damped behavior in the first-order damped or

complex modes. Using (3.2.1), the undamped frequency and damping ratio

are found as
ωn

2
i = σ2

i + ω2
i

ζi = − σi
ωni

(3.2.2)

The above result is unambiguous and common to most normal mode esti-

mation methods, including CBSI, because it is the only result which holds

correctly for the exact case, i.e. when the damping is proportional. Note,

however, that (3.2.2) does not hold for the nonproportional damping case.

Hence, the existence of nonproportional damping affects not only the ac-

curacy of estimated normal mode shapes, but also the estimated natural

frequency and modal damping ratio.

The problem of normal mode shape estimation, however, is not as

well determined. Ignoring the scaling of the vector, the correct normal mode

shape can be determined by any combination of the real and imaginary com-

ponents of the damped mode shape in the case of proportional damping. The

Standard Technique (ST) (e.g. see Imregun and Ewins [25]) is evolved from

interpreting the complex mode shape for mode i as vectors of magnitudes

X̄ij and phase angles αij at spatial points j such that

<(Xij) = X̄ij cosαij

=(Xij) = X̄ij sinαij
⇐⇒

X̄ij =
√
<(Xij)2 + =(Xij)2

αij = tan−1

(
=(Xij)
<(Xij)

) (3.2.3)
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For proportional damping, the phase angles αij are given as

αij − α0i = (sgnj)
π

2
(3.2.4)

where α0 is an arbitrary angle dependent on the complex scaling of Xi and

(sgnj) is the sign function which is equal to +1 or −1 and varies with spatial

location j. The components Xij are said to be purely in-phase or out-of-

phase if (3.2.4) holds. In the case of modes which are close to proportionally

damped, the phase angles are clustered about α0i ± π
2 , viz.

αij − α0i = (sgnj)
π

2
+ εj (3.2.5)

The standard technique for normal mode shape estimation is then to neglect

the variation εj in non-normal phase components, i.e. let εj ≈ 0. Thus, the

normal mode estimates are given as

φij = X̄ij(sgnj) (3.2.6)

Here, (sgnj) is generally found by determining α0i through a linear regression

of the complex mode shape

α0i = tan−1 <(Xi)T=(Xi)
<(Xi)T<(Xi)

− π

2
(3.2.7)

Then the sign function is given as

(sgnj) =

 − 1 sin(αij − α0i) < 0

+ 1 sin(αij − α0i) > 0
(3.2.8)

While the standard technique is straightforward, it lacks a basis in the con-

text of model equivalence previously discussed. That is, the relationship

between the damped modal coordinates, and thus back to the original states
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of the estimated model, is lost. An alternative to the standard technique is to

utilize similarity transformations such that a new realization of the dynamics

is obtained which is fully equivalent to the original realization but which di-

rectly expresses the modal parameters sought by the normal mode estimation

problem. This alternative approach is explored in the next section.

3.2.2 McMillan Normal-Form Transformation

Transformation-based methods generally begin from the solution for

the frequencies and damping ratios given by (3.2.2), coupled with the MDV

state space model form presented in Chapter 2. Recalling (2.1.18), the aim

of the transformation-based normal mode estimation method is to deter-

mine a change-of-basis transformation Vi for mode i such that the resultant

equivalent realization is given in the MDV form as{
η̇i(t)
η̈i(t)

}
=
[

0 1
−ωn2

i −2ζiωni

]{
ηi(t)
η̇i(t)

}
+
[

0
φTi B̂

]
u(t)

yd(t) =
n∑
i=1

[ Hdφi 0 ]
{
ηi(t)
η̇i(t)

} (3.2.9)

For clarity, (3.2.9) is written for a system with displacement sensing, but the

results throughout this chapter are easily extendible to velocity and acceler-

ation sensing by integrating the outputs as detailed in Chapter II, Section

2.1.5. The form of the A matrix in this realization is sometimes referred

to as the McMillan normal form (e.g. see Longman and Juang [27]). The

transformation is determined from the damped modal basis (see (2.3.25)),

given for each mode i as{
żi(t)

˙z̄i(t)

}
=
[
σi + jωi 0

0 σi − jωi

]{
zi(t)
z̄i(t)

}
+
[

bTz i
b̄Tz i

]
u(t)

yd(t) =
n∑
i=1

[ Czi C̄zi ]
{
zi(t)
z̄i(t)

} (3.2.10)
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where z̄i(t), b̄Ti and C̄zi are complex conjugates of the complex quantities

zi(t), bTi and Czi, respectively. In [27], a solution for Vi was given as

V−1
i1 =

[
1 1

σi + jωi σi − jωi

]
Vi1 =

j

2ωi

[
σi − jωi −1
−σi − jωi 1

] (3.2.11)

such that

V−1
i1

[
σi + jωi 0

0 σi − jωi

]
Vi1 =

[
0 1
−ωn2

i −2ζiωni

]
(3.2.12)

As will be shown in the next section, however, this transformation does

not correctly transform the damped modal coordinates zi(t) to a second-

order canonical basis, as in the MDV model (3.2.9). The CBSI algorithm

does provide a correct solution to the transformation-based normal mode

estimation problem.

3.3 Transformation to Canonical Variables

The CBSI method is based on a consistent transformation which cor-

rectly satisfies the conditions for a second-order canonical state basis. That

is, in order for the resultant system realization to match or coincide with the

characteristics of second-order equations of motion, the basis transformation

must be specifically constrained. In this section, the criteria for transforma-

tions to the second-order canonical form are developed and the McMillan

normal form transformation, which was defined in the preceding section, is

evaluated in accordance with the second-order transformation criteria.
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A second-order canonical realization of the system dynamics is one

for which the basis definition can be written as

x(t) =
{

pd(t)
ṗd(t)

}
(3.3.1)

where pd(t) is a second-order state variable such that the first-order basis

definition x(t) spans the state space of the original realization. If a given

realization of arbitrary basis definition is given by

ẋ0(t) = A0x0(t) + B0u(t)

y(t) = C0x0(t) + D0u(t)
(3.3.2)

then an order-n state variable p(t) can be defined in terms of the order-2n

state vector x0(t), viz.

pd(t) = Px0(t) (3.3.3)

Differentiating (3.3.3), the time derivative of the second-order state pd(t) is

given as
ṗd(t) = Pẋ0(t)

= PA0x0(t) + PB0u(t)
(3.3.4)

Now, define a new state basis and transformation as{
pd(t)
pv(t)

}
= V−1x0(t) (3.3.5)

where

V−1 =
[

P
PA0

]
(3.3.6)

Combining (3.3.4)-(3.3.6), pv(t) and ṗd(t) are related as

ṗd(t) = pv(t) + PB0u(t) (3.3.7)
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Therefore, for the new state basis given in (3.3.5) to be equivalent to the

second-order canonical basis (3.3.1), the constraint

PB0 = 0 (3.3.8)

must be satisfied. The transformation V in (3.3.6) which satisfies the con-

straint (3.3.8) leads to an new state space realization which is equivalent to

n second-order equilibrium equations augmented by n identity equations

ṗd(t) = pv(t)

Note that the transformation P can be arbitrarily scaled without violating

the constraint condition. Thus, satisfying the constraint PB0 = 0 does not

uniquely define the transformation P. Generally, some scaling for P must

also be chosen in order to objectively define the resultant second-order basis

x. It will be seen that in applying this transformation theory to the problem

of normal mode estimation, various scaling choices affect only the real scaling

of the normal mode shapes.

To apply the general transformation theory to the problem of normal

mode estimation, the initial realization basis chosen is the individual damped

modal displacements zi(t) and z̄i(t) from (3.2.10). Therefore, a second-order

variable η(t) can be defined as

η(t) = Pi

{
zi(t)
z̄i(t)

}
= di [ 1 ei ]

{
zi(t)
z̄i(t)

}
(3.3.9)

Using (3.3.5)-(3.3.6), the definition for the required transformation is{
η(t)
η̇(t)

}
= V−1

i

{
zi(t)
z̄i(t)

}
= di

[
1 ei

σi + jωi ei (σi − jωi)

]{
zi(t)
z̄i(t)

}
(3.3.10)
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with the constraint from (3.3.8)

PiBzi = bTz i + eib̄Tz i = 0 (3.3.11)

Thus ei is specifically defined by the constraint, while di is an arbitrary real

scalar quantity.

Note that letting di = 1 and ei = 1 leads to the McMillan normal

form solution Vi1 from [27] for Vi. Evaluating the constraint, however,

results in

<(bTz i) = 0 (3.3.12)

Thus, in order for the McMillan normal form transformation (3.2.11) to

yield a canonical basis, the damped modal coordinates zi(t) must be rotated

using an arbitrary complex scalar such that (3.3.12) holds. Correcting the

complex normalization of the damped modes is one approach for determining

a correct canonical basis. Another approach, which is used by the basic

CBSI algorithm, simply applies a second transformation to the McMillan

realization obtained by letting di = 1 and ei = 1. The CBSI algorithm is

presented in the next section.

3.4 The CBSI Algorithm

Although it is possible to correctly determine a transformation which

yields a second-order canonical basis from the damped modal realization

(3.2.10), it is also possible to use the McMillan normal form realization as a

starting point since it is a fully equivalent realization. This is the approach
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for the basic CBSI algorithm. Thus, applying Vi1 from (3.2.11) to (3.2.10),

the McMillan normal form realization is found as

żri(t) =
[

0 1
−ω2

ni −2ζiωni

]
zri(t) +

[
bTi1
bTi2

]
u(t)

yd(t) =
n∑
i=1

[ ci1 ci2 ] zri(t)
(3.4.1)

where bi1, bi2, ci1 and ci2 are real-valued partitions of the transformed input

and output arrays, respectively, and zri is the real-valued basis resulting from

the McMillan transformation and corresponding to the complex modal basis

zi and its complex conjugate.

Therefore, in order to transform (3.4.1) to a correct second-order

basis, define the normal modal displacement η(t) as

η(t) = di [ 1 ei ] zri (3.4.2)

and the transformation is given as

V−1
i2 = di

[
1 ei

−ei(σ2
i + ω2

i ) 1 + 2σiei

]
Vi2 =

1
d̄i

[
1 + 2σiei −ei
ei(σ2

i + ω2
i ) 1

]
d̄i = di

(
1 + 2σiei + (σ2

i + ω2
i )e2

i

)
(3.4.3)

with the constraint

bi1 + bi2ei = 0 (3.4.4)

This is the fundamental theoretical development for the basic CBSI algo-

rithm. Two variants of method focus on the solution for ei in the cases of

proportional and nonproportional damping.
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3.4.1 Basic CBSI for Proportional Damping

In determining a solution to the transformation constraint equation

(3.4.4), it is first necessary to consider whether such a solution exists. In the

case of proportional damping, it must be true that the vectors bi1 and bi2 are

collinear, since both are linear combinations of the real and imaginary parts

of the damped mode shape which are collinear. Therefore, the constraint is

satisfied exactly for a single value ei. From (3.4.4), ei is determined by

ei =
−bTi1bi2
bTi2bi2

(3.4.5)

Furthermore, the vectors ci1 and ci2 are also linear combinations of the real

and imaginary parts of the damped mode shape, and hence must also be

collinear. In fact, they can be shown to satisfy

eici1 = ci2 (3.4.6)

Thus, applying (3.4.3) to (3.4.1), the CBSI realization is given as{
η̇i(t)
η̈i(t)

}
=
[

0 1
−ω2

ni −2ζiωni

]{
ηi(t)
η̇i(t)

}
+
[

0
φTui

]
u(t)

yd(t) =
n∑
i=1

[φyi 0 ]
{
ηi(t)
η̇i(t)

} (3.4.7)

where
φui = dibi2 + diei

(
2σibi2 − (σ2

i + ω2
i )bi1

)
φyi =

1
d̄i

ci1 +
ei

d̄i

(
2σici1 + (σ2

i + ω2
i )ci2

) (3.4.8)

By inspection, (3.4.7) is a correct second-order canonical realization for mode

i. In order to provide a common basis normalization for φui and φyi, some

scaling definition independent of the particular model realization is needed.
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For example, the modal participation factor φuij of some input uj could be

normalized to 1.0, viz.

di =
1

bij2 + ei (2σibij2 − (σ2
i + ω2

i )bij1)
(3.4.9)

If the system damping is proportional, it is also possible in some cases to nor-

malize such that the mode shape data extracted from φyi is mass-normalized,

provided there exists at least one collocated actuator and sensor pair. This

allows φui and φyi to be scaled as follows. For displacement sensing, collo-

cation requires that,

Hd = B̂T

Therefore, for each mode i, φui = φyi for collocated input-output pairs, and

di is found as

d2
i =

ci1 + ei
(
2σici1 + (σ2

i + ω2
i )ci2

)
(1 + 2σiei + (σ2

i + ω2
i )e2

i ) (bi2 + ei (2σibi2 − (σ2
i + ω2

i )bi1))
(3.4.10)

It can be proven that CBSI exactly captures the correct normal

modes in the case of proportional damping. Recalling (2.1.30)-(2.1.32) and

(3.2.10), the realization of a proportionally-damped system in the normalized

damped modal basis is given as{
żi
˙̄zi

}
=
[
σi + jωi 0

0 σi − jωi

]{
zi
z̄i

}
+

1
2
√
ωi

[
(1 − j)φTi B̂
(1 + j)φTi B̂

]
u

yd =
n∑
i=1

1
2
√
ωi

[ (1 − j)Hdφi (1 + j)Hdφi ]
{
zi
z̄i

} (3.4.11)

Applying (3.2.11), a McMillan normal form realization of (3.4.11) is deter-

mined, viz.

żri =
[

0 1
−ω2

ni −2ζiωni

]
zri +

1
√
ωi

[
φTi B̂

(σi + ωi)φTi B̂

]
u

yd =
n∑
i=1

1

ω
3/2
i

[ (σi + ωi)Hdφi −Hdφi ] zri

(3.4.12)
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Therefore, from (3.4.5) and (3.4.3) the CBSI parameters for mode i are

ei =
−1

σi + ωi

d̄i =
2diω2

i

(σi + ωi)2

(3.4.13)

and applying (3.4.5), the CBSI realization is found as{
η̇i
η̈i

}
=
[

0 1
−ω2

ni −2ζiωni

]{
ηi
η̇i

}
+

2diω
3/2
i

σi + ωi

[
0

φTi B̂

]
u

yd =
n∑
i=1

σi + ωi

2diω
3/2
i

[ Hdφi 0 ]
{
ηi
η̇i

} (3.4.14)

In order to mass-normalize the normal mode shapes, (3.4.10) provides

di =
σi + ωi

2ω3/2
i

(3.4.15)

and (3.2.9) is exactly derived. Note also that (3.4.8) is exactly satisfied, as

was previously claimed.

3.4.2 Least-Squared CBSI for General Viscous Damping

In the case of nonproportional damping, the vectors bi1 and bi2 are

no longer collinear, and hence (3.4.6) does not satisfy (3.4.5) for the multiple

inputs u. This implies that the CBSI transformation (3.4.4) cannot exactly

determine the desired second-order canonical basis variables ηi using the un-

coupled complex modal variables zi individually. In this case, it is possible to

determine a basis using quasi-normal modal displacements η̃di and velocities

η̃vi through the CBSI algorithm. The resultant CBSI transformation and

basis is written as {
η̃di
η̃vi

}
=

1
d̄i

[
1 + 2σiei −ei
ei(σ2

i + ω2
i ) 1

]
zri (3.4.16)
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and from (3.3.7) the error between the quasi-normal modal velocities and

the time derivative of the quasi-normal modal displacements is

˙̃ηdi − η̃vi = di
(
bTi1 + eibTi2

)
u (3.4.17)

Thus, in order to minimize this error for arbitrary inputs u, it is necessary

to minimize the quantity Ju, where

Ju = d2
i (bi1 + eibi2)T (bi1 + eibi2) (3.4.18)

Since this is effectively a least-square criterion for ei, the method is termed

the Least-Square CSBI (CBSI-LS) algorithm.

At this point it might appear that (3.4.5) would yield the correct

least-square solution for (3.4.18). However, in order to determine an optimal

solution for ei independent of the scaling parameter di, it is necessary to

impose an additional scaling condition to constrain di. Otherwise, it would

be necessary to minimize Ju with respect to both ei and di. The optimal

solution in that case, however, is trivial (di = 0), since Ju is quadratic.

Therefore, if the CBSI-transformed input influence array is written as

V−1
i2

[
bTi1
bTi2

]
=
[
ε̃Tui
φ̃Tui

]
(3.4.19)

then the transformation scaling can be controlled by requiring that

φ̃Tuiφ̃ui = bTi2bi2 (3.4.20)

This implies that the norm of φui, which is an estimate of the mode shape

at the input locations, is constrained to the norm of bi2. From (3.4.20), di

can be eliminated and Ju is a function strictly of ei, viz.

Ju =
S22e2

i + 2S12ei + S11

ade2
i + 2bdei + S22

(3.4.21)
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where

S11 = bTi1bi1 S12 = bTi1bi2 S22 = bTi2bi2

ad = 4σ2
i S22 − 4σi(σ2

i + ω2
i )S12 + (σ2

i + ω2
i )2S11

bd = 2σiS22 − (σ2
i + ω2

i )S12

(3.4.22)

To minimize Ju, the necessary condition δJu = 0 requires that

dJu
dei

= 0 (3.4.23)

leading to the solution for ei

ei =
−be ±

√
b2e − 4aece

2ae
(3.4.24)

where
ae = bdS22 − adS12

be = S2
22 − adS11

ce = S12S22 − bdS11

(3.4.25)

The two solutions for ei from (3.4.24) correspond to a minimum and

maximum value of Ju. Applying the CBSI transformation (3.4.16) to (3.4.3),

the CBSI realization for the nonproportional damping condition is{ ˙̃ηdi
˙̃ηvi

}
=
[

0 1
−ω̃2

ni 2ζ̃iω̃ni

]{
η̃di
η̃vi

}
+
[
ε̃Tui
φ̃Tui

]
u

yd =
n∑
i=1

[ φ̃yi ε̃yi ]
{
η̃di
η̃vi

} (3.4.26)

where ‖ε̃ui‖2 has been minimized such that ‖φ̃ui‖2 = ‖bi2‖2. Note that

the undamped natural frequency ω̃ni and modal damping ratio ζ̃i are now

approximations because of the effects of nonproportional damping.
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An alternate approach for determining the Least-Square CBSI trans-

formation is through use of the damped mode shapes at the sensor locations,

i.e. by use of ci1 and ci2 in (3.4.3). Recall from (2.1.35) the constraint relat-

ing the force input influence array B and the displacement output influence

array Cd, expressed in terms of the partitions of (3.4.1)

CdB = ci1bTi1 + ci2bTi2 = 0 (3.4.27)

This implies that the first-order delay term in the impulse response of force

input-displacement output transfer function is zero, which in turn is a nec-

essary condition for the impulse response behavior of a second-order system.

Thus, an equivalent expression for ei in terms of ci1 and ci2 is found by

substituting the transformation constraint (3.4.4), viz.

(eici1 − ci2) bTi2 = 0 (3.4.28)

This relationship must hold for inputs at any physical degree of freedom

spanned by the modal state space, i.e. for all bi2 inRn. Hence, an equivalent

transformation constraint condition is given as

eici1 − ci2 = 0 (3.4.29)

This is the same condition claimed in (3.4.6), which is now proven to hold

for both proportional and nonproportional damping. The remainder of the

problem is basically equivalent to the optimal solution for ei in terms of the
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input matrix coefficients bi1 and bi2. Define

S̄11 = cTi1ci1 S̄12 = cTi1ci2 S̄22 = cTi2ci2

ād = 4σ2
i S̄11 + 4σi(σ2

i + ω2
i )S̄12 + (σ2

i + ω2
i )2S̄22

b̄d = 2σiS̄11 + (σ2
i + ω2

i )S̄12

āe = b̄dS̄11 + ādS̄12 b̄e = S̄2
11 − ādS̄22

c̄e = −S̄12S̄11 − b̄dS̄22

(3.4.30)

and the solution for ei is given as

ei =
−b̄e ±

√
b̄2e − 4āec̄e

2āe
(3.4.31)

Recalling (3.4.24), the resultant CBSI realization using (3.4.31) minimizes

‖ε̃yi‖2 such that ‖φ̃yi‖2 = ‖ci1‖2.

A key motivation for the preceding derivation is that, for normal

mode estimation in the presence of nonproportional damping, it is advanta-

geous to use the maximum quantity of damped modal information available.

Determination of the optimal ei using ci1 and ci2 generally leads to a more

balanced estimate of the normal modes. This comes from the observation

that the solution for ei can be heavily biased towards the phase quantities

of a small number of measured degrees of freedom. So, although both the

force input matrix coefficients bi1 and bi2 and the displacement output ma-

trix coefficients ci1 and ci2 both express the values of the complex mode

shapes at a number of physical degrees of freedom, the reality in modal test-

ing is that there are a significantly larger number of measured sensors than

force actuators. Furthermore, the test instrumentation may include driving

point measurements, which are sensor collocated with the force inputs. In

this case, the output matrix coefficients possess not only the mode shapes
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at the numerous sensor locations, but also the mode shapes at the actuator

locations.

The Least-Square CBSI methods can also be interpreted as solu-

tions which seek to minimize the differences between the estimated Markov

parameters Y(k) and the reconstructed Markov parameters from the esti-

mated normal modal parameters. Note that the violations of the second-

order canonical transformation constraints (3.4.4) and (3.4.29) are exactly

the residual quantities ε̃ui and ε̃yi, i.e. the resultant matrix quantities in

the CBSI-LS realization which do not fit the form of the MDV realization

(3.2.9). The estimated normal modal model with proportional damping,

however, is the CBSI-LS realization without these model residuals. The con-

straint violations, therefore, are a direct measure of the error between the

system-identified Markov parameters and the reconstructed Markov param-

eters of the estimated normal modes model. For example, the error due to

the omission of ε̃yi is given as

∆Y(k) =
n∑
i=1

[ 0 ε̃yi ]
[

0 1
−σ2

i − ω2
i 2σi

]k−1 [
ε̃Tui
φTui

]
k = 1, . . . ,∞

(3.4.32)

Therefore, it is possible to directly evaluate the effect of the normal mode

estimation accomplished using CBSI on the realization parameters which are

intrinsic to the measured dynamics.

3.4.3 A Symmetrical CBSI Method

The final variant of the CBSI procedure to be presented deter-

mines a real-valued symmetrical companion form realization directly from

the damped modal realization. In place of the second CBSI rotation, which
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transforms the McMillan normal form realization, the Symmetrical CBSI

(CBSI-SYM) method determines an objective normalization of the damped

modes leading to a symmetrical form of the first-order realization, then ap-

plies a single transformation which preserves the symmetry of the matrix

coefficients. The resultant CBSI realization is in a symmetrical companion

form of the normal modal variables, viz.[
Ξ I
I 0

]{
η̇

η̈

}
=
[
−Ω 0

0 I

]{
η

η̇

}
+
[

ΦT B̂
0

]
u

yd = [ HdΦ 0 ]
{
η
η̇

} (3.4.33)

A particular restriction on this method is that it requires the physically-

based normalization of the damped modal coordinates as detailed in Chapter

II, Section 2.3.3. This in turn requires driving point measurements (i.e.

collocated sensors at the force inputs).

The equivalent normalized damped modal form of (3.4.33), as ob-

tained from the driving point scaling (2.3.27)-(2.3.29), is given as

żn = Λzn + XT B̂u

yd = HXzn
(3.4.34)

where
Λ = diag{σi ± ωi, i = 1, . . . , n}

X = b. . . ,<(Xi)±=(Xi), . . .c

σi = −ζiωni

ωi = ωni

√
1− ζ2

i

<(Xi) =
1

2
√
ω1
φi

=(Xi) = − 1
2
√
ω1
φi

(3.4.35)
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Therefore, we can define the second-order transformation as

η̂di = Pizni = 1/
√

2jωi [ 1 j ]
{
zni
z̄ni

}
(3.4.36)

such that the Symmetrical CBSI transformation is

Vi =
√

j

2ωi

[
j(σi − jωi) −j
−(σi + jωi) 1

]
(3.4.37)

and

VT
i Vi =

[
−2σi 1

1 0

]
(3.4.38)

Then, applying the basis definition (3.4.36) to (3.4.34) and premultiplying by

VT
i to preserve symmetry, the resultant Symmetrical CBSI realization for

nonproportional damping is given by[
−2ζ̃iω̃ni 1

1 0

]{ ˙̂ηdi
˙̂ηvi

}
=
[
−ω̃2

ni 0
0 1

]{
η̂di
η̂vi

}
+
[
φ̂Tui
ε̂Tui

]
u

yd =
n∑
i=1

[ φ̂yi ε̂yi ]
{
η̂di
η̂vi

} (3.4.39)

In (3.4.39), because of the symmetry of the companion form realization, the

relevant mode shapes at the inputs are given by φ̂ui in the upper parti-

tion of the input influence coefficient matrix, rather than the lower partition

characteristic of the MDV realization.

The particular feature and potential advantage of the Symmetrical

CBSI method is that the solution is not biased towards minimizing the resid-

ual quantities at particular input or output locations. Instead, the basis defi-

nition is “balanced” by the normalization of the damped modes, which leads

to a realization with equivalent mode shape estimates and modal participa-

tion factors for the collocated input-output pairs independent of whether the

damping is proportional or nonproportional. In fact, the symmetrical CBSI
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realization follows as the only realization possessing the given symmetrical

state coefficent matrices which allows the symmetry of the input and out-

put influence matrices in (3.4.34) to be preserved. And, as demonstrated,

the transformation does not consider the residual model quantities as in the

Least Square CBSI, although the solution obtained in practice yields similar

mode shape estimates, especially as compared to the CBSI-LS solution us-

ing the sensor matrix partitions ci1 and ci2. In the next section, the CBSI

methods will be illustrated though numerical examples and contrasted with

existing techniques.

3.4.4 Summary of CBSI Algorithm

For the basic CBSI (proportional damping):

Step 1 Determine the damped modal realization (see (2.3.25)) using an ef-

fective MIMO model estimation algorithm such as ERA or Polyref-

erence.

Step 2 Apply McMillan transformation Vi1 (3.2.11) to obtain the McMil-

lan Normal Form realization (3.4.1).

Step 3 Compute ei using (3.4.5) and scaling parameter di using (3.4.9)-

(3.4.10).

Step 4 Apply the CBSI transformation Vi2 (3.4.3) to obtain the CBSI

realization (3.4.7).

Step 5 The normal modal parameters for mode i are given by ωni, ζi, φui

and φyi in the partitions of the CBSI realization matrices.

For nonproportional damping using Least-Squared CBSI:
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Step 1 Determine the damped modal realization (see (2.3.25)) using an ef-

fective MIMO model estimation algorithm such as ERA or Polyref-

erence.

Step 2 In the case of velocity or acceleration sensing, integrate once or

twice (multiplying by Λ−1), respectively, to obtain the damped

mode shape matrix Cz. This allows the outputs to be treated as if

they were measured displacements.

Step 3 Apply McMillan transformation Vi1 (3.2.11) to obtain the McMil-

lan Normal Form realization (3.4.1).

Step 4 Compute ei using (3.4.30)-(3.4.31), taking advantage of the more

spatially-extensive sensor data typically available.

Step 5 Apply the CBSI transformation Vi2 (3.4.3) to obtain the CBSI-LS

realization (3.4.26).

Step 6 The normal modal parameters for mode i are given by ω̃ni, ζ̃i, φ̃ui

and φ̃yi in the partitions of the CBSI-LS realization matrices.

For nonproportional damping using Symmetrical CBSI:

Step 1 Determine the damped modal realization (see (2.3.25)) using an ef-

fective MIMO model estimation algorithm such as ERA or Polyref-

erence.

Step 2 In the case of velocity or acceleration sensing, integrate once or

twice (multiplying by Λ−1), respectively, to obtain the damped

mode shape matrix Cz. This allows the outputs to be treated as if

they were measured displacements.

Step 3 Normalize the damped modes as in Chapter II, Section 2.3.3.

Step 4 Apply the CBSI-SYM transformation Vi (3.4.37) to obtain the

CBSI-SYM realization (3.4.39).
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Step 5 The normal modal parameters for mode i are given by ω̃ni, ζ̃i, φ̂ui

and φ̂yi in the partitions of the CBSI-SYM realization matrices.

3.5 Numerical Examples

3.5.1 Mode Shape Collinearity Indicators

In order to evaluate the mode shape estimates given by various al-

gorithms, it is helpful to define particular measures for modal parameter

comparisons. The first of these, Modal Phase Collinearity (MPC) [23] is an

indicator of the inherent degree of collinearity between the real and imagi-

nary parts of the damped mode shapes. Modes with MPC values equal to

1.00 are effectively equivalent to normal modes, and the various methods of

normal mode shape estimation should work equally well. Modes with MPC

values of less than 0.90, on the other hand, do not possess unambiguous cor-

responding normal modes, and so the normal mode shape estimates will be

sensitive to the methods used for their estimation. The MPC for damped

mode shape Czi is given as

MPCi =
(Syy − Sxx)2 + 4S2

xy

(Syy + Sxx)2
(3.5.1)

where

Sxx = <(Czi)T<(Czi) Sxy = <(Czi)T=(Czi) Syy = =(Czi)T=(Czi)

(3.5.2)

Thus, the MPC is effectively a measure of the degree to which a damped

mode is directly related to an undamped mode.
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A second important indicator is the Modal Assurance Criterion

(MAC), which is used to compare the relative collinearity of different normal

mode shapes. The MAC is used, for example, to compare test-derived nor-

mal mode shapes to those predicted by finite element models. In the case of

studying different normal mode estimation methods, the MAC can be used

to evaluate the relative shape agreement between the exact normal mode

shapes, given by known mass and stiffness matrices, and the estimated mode

shapes. The MAC is generally defined as

MACjk =
(φTj Qφk)2

(φTj Qφj)(φTk Qφk)
(3.5.3)

where φj and φk are corresponding mode shapes from models j and k, and

Q is an optional weighting matrix. Note that both the MAC and the MPC

measure the collinearity between two real vectors apart from the scaling, and

so they are related quantities. They have been traditionally used for assessing

different system properties, however. This thesis follows that convention by

using the MPC to measure the inherent phase angle scatter of the damped

modes, and using the MAC to compare the estimated normal mode shapes

from different models or estimation methods. In addition, for mode shape

comparisons herein, a weight matrix Q = I will be used as opposed to a mass

matrix, which is only critical for orthogonality measures.
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Figure 3.1: Spring-Mass Example Model

3.5.2 3-DOF Spring-Mass System with Proportional Damping

The first example, shown in Figure 3.1, is a simple 3 degree of free-

dom spring problem. As the CBSI algorithm does not require actuator input

tests from all degrees of freedom, only one input will be used. The governing

second-order differential equations are given as
q̈1
q̈2
q̈3

+

 .2 −.1 0
−.1 .2 −.1
0 −.1 1.1


q̇1
q̇2
q̇3

+

 4 −2 0
−2 4 −2
0 −2 22


q1
q2
q3

 =

 0
u

0



y1

y2

y3

 =

 1 0 0
0 1 0
0 0 1


q1
q2
q3


(3.5.4)

The frequencies and normal mode shapes can be determined from the mass

and stiffness as in (2.1.3). The mass-normalized mode shape matrix is then

given as

ΦKM =

 0.6875 −0.7261 0.0121
0.7226 0.6824 −0.1104
0.0719 0.0847 0.9938

 (3.5.5)

In the absence of noise, the damped modes of this simple system can

be identified through modal testing and model estimation methods such as
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Table 3.1
Notation Used in Example Problems

MPC Modal Phase Collinearity
MAC Modal Assurance Criteria

ST Standard Technique modal estimate
MNF McMillan Normal Form realization
CBSI Basic CBSI Algorithm realization

CBSI-LS Least-Square CBSI Algorithm realization
CBSI-SYM Symmetrical CBSI Algorithm realization

ERA, leading to a damped modal realization, given in real block-diagonal

form by
ẋ0 = A0x0 + B0u

y1

y2

y3

 = C0x0 + D0u

where

A0 =



−0.0475 1.3769 0 0 0 0
−1.3769 −0.0475 0 0 0 0

0 0 −0.1470 2.4204 0 0
0 0 −2.4204 −0.1470 0 0
0 0 0 0 −0.5556 4.6812
0 0 0 0 −4.6812 −0.5556


BT

0 = [ 0.4974 −0.0362 −0.6217 0.0455 −0.1079 0.0134 ]

C0 =

−0.0525 −0.7216 −0.0240 −0.3275 −0.0003 −0.0026
−0.0552 −0.7584 0.0225 0.3078 0.0030 0.0238
−0.0055 −0.0755 0.0028 0.0382 −0.0266 −0.2139


D0 = [ 0.0000 0.0000 0.0000 ]T

(3.5.6)

where the real and imaginary parts of the complex mode shapes Cz are given

by alternating columns of C0. The first step in determining normal mode
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estimates is to determine the MPC from (3.5.2), viz.

MPC =


1.0000 Mode 1
1.0000 Mode 2
1.0000 Mode 3

(3.5.7)

Therefore, the given system appears to be proportionally-damped, and nor-

mal mode estimation should be effective using either CBSI or the standard

technique. First, applying the standard technique (ST), the mode shape

matrix is

ΦST =

 0.7235 −0.3284 0.0026
0.7604 0.3086 −0.0239
0.0757 0.0383 0.2156

 (3.5.8)

Although from (3.5.5) and (3.5.8) ΦKM and ΦST are not equivalent, the

standard technique has not accounted for a mass-normalized type of scaling.

Using the MAC from (3.5.3), however, the accuracy of the normal mode

shapes from ST are apparent, viz.

MACKM−ST =


1.0000 Mode 1
1.0000 Mode 2
1.0000 Mode 3

(3.5.9)

Thus, as expected for proportionally-damped systems, the standard tech-

nique is effective for extracting the normal modal parameters, including the

normal mode shapes.

Although CBSI was previously demonstrated to be exact for the

general proportionally damped system, the basic method can be illustrated

here. First, applying the transformation (3.2.11) to the complex form of

(3.5.6), a McMillan normal form realization is given as

ẋ1 = A1x1 + B1u
y1

y2

y3

 = C1x1 + D0u
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where

A1 =



0.0000 0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
−1.8980 0.0000 0.0000 −0.0949 0.0000 0.0000
0.0000 −5.8798 0.0000 0.0000 −0.2940 0.0000
0.0000 0.0000 −22.222 0.0000 0.0000 −1.1111


B1 = [ 0.4974 −0.6217 −0.1079 −0.0734 0.2015 0.1227 ]T

C1 =

−0.0774 −0.0439 −0.0006 −0.5241 −0.1353 −0.0006
−0.0813 0.0412 0.0058 −0.5508 0.1272 0.0051
−0.0081 0.0051 −0.0520 −0.0548 0.0158 −0.0457


(3.5.10)

Although by inspection (3.5.10) is not a correct second-order realization, it

is still possible to extract mode shapes from either partition of C1. Because

of the proportional nature of the damping, the normal mode shape estimate

is insensitive to the basis definition, and so the mode shapes can be given as

ΦMNF =

−0.0774 −0.0439 −0.0006
−0.0813 0.0412 0.0058
−0.0081 0.0051 −0.0520

 (3.5.11)

and the resultant MAC values verify the mode shape accuracy, viz.

MACKM−MNF =


1.0000 Mode 1
1.0000 Mode 2
1.0000 Mode 3

(3.5.12)

Applying the CBSI method to determine the correct second-order basis, the

CBSI realization (which is a MDV realization) is given as

ẋ2 = A2x2 + B2u
y1

y2

y3

 = C2x2 + D0u
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where

A2 =



0.0000 0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
−1.8980 0.0000 0.0000 −0.0949 0.0000 0.0000
0.0000 −5.8798 0.0000 0.0000 −0.2940 0.0000
0.0000 0.0000 −22.222 0.0000 0.0000 −1.1111


B2 = [ 0.0000 −0.0000 0.0000 −0.7226 0.6824 0.1104 ]T

C2 =

−0.6875 −0.7261 −0.0121 0.0000 0.0000 0.0000
−0.7226 0.6824 0.1104 0.0000 −0.0000 0.0000
−0.0719 0.0847 −0.9938 −0.0000 0.0000 −0.0000


(3.5.13)

In addition to determining the second-order basis, as evidenced by the null

partitions of the force input and displacement output influence arrays, the

CBSI method also exploited the collocation between the single input u and

output y2 to determine an objective mass-normalization for the mode shapes.

Thus, the CBSI mode shapes are given as

ΦCBSI =

−0.6875 −0.7261 −0.0121
−0.7226 0.6824 0.1104
−0.0719 0.0847 −0.9938

 (3.5.14)

and the MAC values are

MACKM−CBSI =


1.0000 Mode 1
1.0000 Mode 2
1.0000 Mode 3

(3.5.15)

The above derivation used the basic CBSI method for proportional damping,

but any of the CBSI variants presented in this chapter perform equally well

on the general proportionally-damped system.
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3.5.3 3-DOF Spring-Mass System with Nonproportional Damping

In the next example, the same 3-DOF mass-spring system as (3.5.4)

will be used, but with significant nonproportional damping to demonstrate

the effectiveness of CBSI in the general damping case, viz.

D =

 2 −.1 −.1
−.1 .2 −.1
−.1 −.1 1.1

 (3.5.16)

The degree of coupling between the normal modes can be seen by checking the

orthogonality of the undamped mode shapes through the damping matrix:

TTDT =

 0.9359 −0.8991 −0.0534
−0.8991 1.2552 0.0562
−0.0534 0.0562 1.1090

 (3.5.17)

After determining the damped modal realization and the corresponding

McMillan realization, CBSI can be applied. The results are summarized in

Table 3.2, and the CBSI-LS realization which minimizes the output matrix

partition ε̃y is given by

A2 =



0.0000 0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
−2.5043 0.0000 0.0000 −1.2281 0.0000 0.0000
0.0000 −4.4578 0.0000 0.0000 −0.9636 0.0000
0.0000 0.0000 −22.216 0.0000 0.0000 −1.1083


B2 = [−0.3293 −0.2731 0.0004 −0.7223 0.9554 −0.1112 ]T

C2 =

−0.7581 −0.6847 0.0165 0.1263 −0.3619 −0.0039
−0.7223 0.9554 −0.1112 −0.2346 −0.1531 0.0004
−0.0722 0.1215 0.9957 −0.0312 −0.0141 0.0001


(3.5.18)
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Table 3.2
Comparison of Normal Mode Shape Estimates for

3-DOF Nonproportionally Damped Model

Method Indicator Mode 1 Mode 2 Mode 3

MPC 0.5573 0.1205 0.9987

ST MAC 0.9793 0.9860 0.9998
MNF MAC 0.8241 0.1434 0.9935
CBSI MAC 0.9451 0.9261 1.0000

CBSI-LS MAC 0.9976 0.9626 1.0000
CBSI-SYM MAC 0.9986 0.9925 1.0000

Exact Frequency 0.2193 0.3859 0.7503
Estimates Frequency 0.2519 0.3360 0.7502

% error 14.8649 -12.9281 -0.0150

Effective Damping 38.8% 22.8% 11.8%

From this numerical example, the Symmetrical CBSI determines the clos-

est estimate to the correct normal mode shapes known from the mass and

stiffness. Note from the MPC that Mode 2 is most “complex” of the system

modes and thus most sensitive to the mode shape estimation used, while

Mode 3 is nearly uncoupled in a normal modal sense from Modes 1 and 2.

Also, the McMillan normal form, because it lacks an objective basis defini-

tion, performs poorly as the MPC deviates from 1.0 as so is not recommended

in general for mode shape estimation without an additional transformation

such as rotating the damped modal realization or utilizing CBSI. Finally,

note that, while mode shapes are generally more sensitive to the effects of

nonproportional damping, the estimated frequencies can also be affected. In
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this numerical example, the relatively large error in the frequency estimates

is due in large part to a high degree of damping. It should be considered,

however, that in the presence of significantly complex modes, even when

the level of damping is low, the frequencies determined from normal mode

estimation methods can vary from the true undamped frequencies of the

mass and stiffness. This is because the estimation of the undamped frequen-

cies is found by taking the magnitude of each complex eigenvalue, a process

which inherently assumes a one-to-one relationship between the damped and

normal modes. The non-collinearity of the damped modes, howver, is an in-

dication that model equivalence does not hold on an individual modal level.

A global method, such as UNDAMP presented in the next chapter, only as-

sumes an equivalence between damped and normal modes models on a global

level, and so is capable of improving these frequency estimates.

3.5.4 36-DOF Planar Truss with Light Nonproportional Damping

A more realistic space structure example, shown in Figure 3.2, is of a

two-dimensional truss structure with 3 actuators and 18 sensors with fixed-

fixed conditions. The structure exhibits relatively light damping averaging

around 1% of critical, but possesses repeated frequencies which introduce

the potential for modal coupling. The modal damping matrix, shown in

Figure 3.3, is a perturbation on a proportional damping matrix such that

some realistic degree of nonproportionality exists.

In Table 3.3, the accuracy indicators for the normal mode estimates

are given for 13 modes possessing MPC values less than 0.99. Note in par-

ticular modes 27 and 28, which are more highly coupled. In Figures 3.4 and
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Table 3.3
Comparison of Normal Mode Shape Estimates for

36-DOF Nonproportionally Damped Truss

CBSI CBSI
Mode MPC ST MNF CBSI LS SYM

16 0.9887 0.9993 0.1187 0.9995 0.9995 0.9995
17 0.9866 0.9993 0.2163 0.9994 0.9994 0.9994
19 0.9481 0.9983 0.0567 0.9982 0.9986 0.9986
20 0.9743 0.9991 0.0394 0.9995 0.9994 0.9994
22 0.9771 0.9617 0.0028 0.9446 0.9448 0.9444
23 0.9748 0.9617 0.0153 0.9402 0.9414 0.9410
25 0.9755 0.9998 0.0397 0.9999 0.9999 0.9999
26 0.8468 0.9934 0.0030 0.9977 0.9981 0.9980
27 0.5722 0.8755 0.0709 0.9058 0.9257 0.9241
28 0.5990 0.8896 0.0841 0.9236 0.9302 0.9299
29 0.9404 0.9964 0.0290 0.9985 0.9986 0.9986
30 0.9853 0.9996 0.1171 1.0000 1.0000 1.0000
31 0.9893 0.9998 0.1860 1.0000 1.0000 1.0000

Mean
1-36 0.9639 0.9909 0.3618 0.9918 0.9926 0.9926

Figure 3.3: Modal Damping Matrix for Truss Example
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3.5, the damped mode shapes for modes 1 and 27 are plotted in the com-

plex plane. These plots show the poorer shape collinearity manifested as a

wider dispersion of the phase angles for the largest relative magnitude dis-

placements. Overall, the performance of CBSI-LS and CBSI-SYM, in terms

of the MAC between the correct mode shapes and the CBSI estimates, are

comparable. This is true for both the most complex of the modes, and also

in terms of the mean indicator values over all 36 modes. Only in modes 22

and 23 does the ST approach identify a better estimated normal mode shape.

Note also that in this general numerical example, the mode shapes obtained

from the McMillan form realization, without the improvement of the second

CBSI transformation, are quite poor as estimates of the normal modes, even

for a lightly damped structure. Finally, Figures 3.6 and 3.7 illustrate the

mode shape estimates from ST and CBSI-LS as compared to the exact mode

shapes from the known mass and stiffness for modes 23 and 28.

Thus, as quantified through the MAC indicators with respect to the

exact mode shapes, and as illustrated in the previous figures, application of

the CBSI algorithm leads to a unique definition of the estimated normal mode

shapes and shows a consistent improvement in accuracy over the standard

technique for nonproportionally-damped systems.

3.6 Concluding Remarks

The present CBSI procedure offers a consistent link between the var-

ious system identification techniques and the second-order based equations of

motion for structures. Utilizing the general transformation to second-order

form, CBSI can determine an optimal estimate of second-order model states
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which correspond individually to the damped modes of the given system re-

alization. In the presence of strictly proportional viscous damping, the CBSI

algorithm systematically determines the accurate normal modes in the form

of the well-known second-order structural dynamics equations of motion.

For structures with nonproportional damping, the CBSI-LS or CBSI-

SYM methods lead to generally accurate and reliable estimates of the normal

modes and their mode shapes by transforming the given system realization

to a “pseudo-normal” state variable basis. This pseudo-normal modes basis

is defined by minimizing the difference between the estimated modal veloc-

ities and the time derivative of the estimated modal displacements. As the

CBSI transformations are applied to the individual damped modes, however,

its ability to determine the true normal modes is necessarily limited when

the system damping is nonproportional. Therefore, in some cases where

structures exhibit a high degree of modal energy coupling due to repeated

frequencies and the presence of nonproportional damping, it is necessary

to utilize a mode shape-damping decoupling method, which allows for the

coupling of normal modes. This problem is addressed in the next chapter.



CHAPTER IV

EXTRACTION OF NORMAL MODAL PARAMETERS
FOR NONPROPORTIONAL DAMPING

4.1 Introduction

This chapter presents a global transformation method for correcting

the pseudo-normal modal basis of the CBSI realizations when the system

damping is nonproportional. This is required because CBSI transforms the

state space-based realizations as if they are proportionally damped structural

systems. The transformation method is equivalent to the determination of

mass, damping and stiffness through the direct solution of a damped in-

verse problem. The global transformation effectively isolates or extracts the

damping attributes embedded in the mass and stiffness components due to

the pseudo-normal mode characterization of the CBSI realization. Hence,

the method is termed UNDAMP, for uncoupled nonproportional damping. In

other words, CBSI masks the coupling of nonproportional damping which

gives rise to violations of the identity relation of the velocity term in the

second-order form of the structural dynamics equations and of the collinearity

in the mode shapes corresponding to the displacement and velocity vectors.

The present UNDAMP procedure is a global extension of the CBSI methods

of Chapter III which is capable of extracting the true normal modes and

nondiagonal modal damping matrix for systems with significantly complex

modes.
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Previous work in this area has focused on problems where the num-

ber of sensor measurements are equal to or exceed the number of identified

modes. These methods share a common theoretical basis by implicitly solv-

ing the inverse damped vibration problem (IDVP) for generalized stiffness and

mass, which then possess the correct normal modal parameters. Ibrahim’s

method [28] explicitly transforms the damped modes to a physical basis con-

sisting of the measured coordinates, while Zhang and Lallement [30] itera-

tively determine a complex transformation to express the damped modes in a

basis of estimated normal modes variables. Placidi et. al. [33] reviewed these

existing methods and their deficiencies and proposed an improved approach

by combining the best of the methods to develop an iterative algorithm which

is independent of the mode shape normalization and allows for more sensors

than measured modes. Minas and Inman [34] proposed a direct solution ap-

proach, but the system of equations is large in comparison to the dimension

of the system, and the determinacy of the solution is not clearly apparent.

The UNDAMP algorithm presented herein is a transformation-based

approach which can also be interpreted as solving the IDVP for generalized

mass and stiffness matrices. Like the existing methods, UNDAMP assumes

that there exists a underlying second-order system which is equivalent to the

given realization. The UNDAMP algorithm, however, operates on the real-

valued state space realization determined by CBSI, and explicitly defines a

new set of generalized second-order displacement variables in terms of the

existing state variables of the CBSI realization. This is in contrast to existing

methods which typically operate on the complex-valued modal parameters

and do not explicitly define the basis of the transformed model (except for

Ibrahim, which uses the sensor degrees of freedom but requires the addition
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of uncorrelated noise to handle indeterminacy created by a large number of

sensors). The explicit basis definition of the UNDAMP algorithm leads to a

direct transformation of the damped realization and allows the effect of cou-

pling on the mass and stiffness matrices to be explicitly derived. Finally, the

generalized displacement basis definition does not require that the number

of sensor measurements be equal to or greater than the number of identified

modes.

The UNDAMP algorithm is a second-order transformation method

equivalent in form to CBSI, and constraints on the resulting second-order

transformation are imposed so that the physical consistency of the resulting

model is preserved. The necessary transformation and constraints thus de-

rived allow for a direct solution of the well-determined and over-determined

cases (where the number of sensors equal or exceed the number of modes)

which requires only as many equations as the number of modes. An exten-

sion of the direct solution is also possible when the number of sensors is less

than the number of modes. A scaling matrix is determined either directly

or iteratively which augments a pseudo-inverse solution so as to satisfy the

transformation constraints. For the underdetermined problem, an additional

displacement consistency criterion is developed which projects the possible

solutions to to exist in a physically consistent subspace. This displacement

consistency criterion is automatically satisfied by the well-determined and

over-determined solutions when the response characteristics of the given

continuous-time state space realization are consistent with the second-order

response behavior of a self-adjoint structural dynamic system.

The remainer of the chapter is organized as follows. Section 4.2 re-

views the inverse damped vibration problem, which constitutes a theoretical
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basis for the damping correction problem. The correctional basis transforma-

tion for nonproportional damping is then presented in Section 4.3. Section

4.4 details the implementation and performance of the damping correction

algorithm on a series of numerical examples.

4.2 The Inverse Damped Vibration Problem

As noted previously, all methods for relating the nonproportionally

damped and nominally undamped vibration modes are founded on the solu-

tion to the IDVP. In terms of a chosen set of n physical displacements q(t),

the equations of motion are given as

Mq̈(t) +Dq̇(t) + Kq(t) = B̂u(t) (4.2.1)

where M, D and K are the n × n inertia, damping and stiffness matrices,

respectively, and u is a m-input force vector. When D is given as a general

symmetric positive semidefinite matrix, a symmetrical first-order form of

(4.2.1) can be written using a canonical form, viz.[
D M
M 0

]{
q̇
q̈

}
=
[
−K 0

0 M

]{
q
q̇

}
+
[

B̂
0

]
u (4.2.2)

Thus, the generalized eigenproblem can be written in a symmetric form as[
−K 0

0 M

] [
X

XΛ

]
=
[
D M
M 0

] [
X

XΛ

]
Λ (4.2.3)

such that [
X

XΛ

]T [ D M
M 0

][
X

XΛ

]
= I[

X
XΛ

]T [−K 0
0 M

][
X

XΛ

]
= Λ

Λ = diag{σi ± jωi, i = 1, . . ., n}

X = [ . . . ,<(Xi)± j=(Xi), . . . ]

(4.2.4)
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Here the columns of X, are the complex damped mode shapes which

may possess complicated phase relationships within each decoupled mode

between spatially distinct points. If a proportionally damped system is ex-

pressed in this form, the relative phase relationships are either 0 or π radians,

implying that the real and imaginary parts of Xi describe the same displace-

ment shape; in other words the displacement and velocity mode shapes are

equivalent. Otherwise, non-normal phase values indicate the presence of non-

proportional damping, such that the mode shapes of the undamped system

(given by the generalized eigenproblem of K and M) and the damped system

are distinctly different quantities.

The symmetric formulation (4.2.3)-(4.2.4) leads directly to a general

solution for the inverse damped vibration problem when Λ and X, measured

at all n points in q and normalized as in (4.2.4), are known, viz.

[
D M
M 0

]
=

([
X

XΛ

][
X

XΛ

]T)−1

[
−K 0

0 M

]
=

([
X

XΛ

]
Λ−1

[
X

XΛ

]T)−1
(4.2.5)

which is equivalent to

K−1 = −XΛ−1XT

M−1 = XΛXT

D = −M
(
XΛ2XT

)
M

(4.2.6)

with the additional result that

XXT = 0 (4.2.7)
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The solution of the preceding inverse damped vibration problem yields two

important results of interest to the nonproportional damping correction prob-

lem. First, it effectively decouples the influence of the general damping ma-

trix D from the stiffness and mass, which in turn possess the properties of

the normal undamped vibrational modes. Secondly, equation (4.2.7) pro-

vides a consistency indicator for the complex modes which can be used to

evaluate the physical consistency of the non-normal phase quantities in the

mode shapes.

The relevance of the consistency relationship (4.2.7) to the under-

lying physics of the second-order system can be understood in terms of the

continuous-time Markov parameters. Recall from Chapter II the normalized

damped modal realization given by

żn = Λzn + XTu

yd = Xzn
(4.2.8)

where B̂T = Hd = I so that all independent transfer functions have been

obtained. The solution in the Laplace domain for the output y can be written

as

y(s) =
∞∑
i=1

1
si

Y(i)u(s) (4.2.9)

where the continuous-time Markov parameters Y(i) are defined as

Y(i) = XΛi−1XT (4.2.10)

Thus, (4.2.7) is the Markov parameter Y(1) of the continuous system real-

ization relating applied force inputs to displacement outputs. In order for

the outputs to be consistently identified as displacement quantities, the first-

order delay term Y(1) must be equal to zero. Equation (4.2.7) then implies,
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assuming that the feedthrough term (not given in (4.2.8)) is also zero, that

the measured mode shapes are consistent with displacement quantities, and

this consistency constraint must be satisfied in order for the solution to the

inverse problem to be physically consistent with the resulting stiffness and

mass. This is a key consideration in the damping correction problem. If

the non-normal phase components of the normalized mode shapes X can-

not satisfy (4.2.7d), then the inverse vibration solution (4.2.6) can introduce

nonphysical quantities into the system stiffness and mass, thus adversely

affecting the normal mode parameters that are being sought.

4.3 The UNDAMP Basis Correction Algorithm

Although the CBSI procedure yields a correct set of normal modes

and mode shapes for proportionally-damped systems, it compromises the ac-

curacy of the normal mode parameters for nonproportionally-damped cases.

Hence, the CBSI-transformed system realization can be thought to give ap-

proximations of the undamped mode shapes, frequencies, and modal damp-

ing ratios while maintaining system equivalence. Specifically, the state space

CBSI model retains the out-of-phase components of the damped modes as

residual quantities in the input and output influence matrices. These per-

turbations of the idealized MDV model form can be used in defining basis

corrections which adjust the mode shapes and frequencies and in the process

fill in the off-diagonal terms of the modal damping matrix. Consequently,

the non-normal complex mode shape phase components are systematically

utilized to correct the deficiencies in the estimated normal modes of the

second-order model.
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4.3.1 Global UNDAMP Transformation to Second-Order Basis

We begin the present damping correction procedure with the nomi-

nal model resulting from the CBSI procedure. For clarity, the realization is

transformed to a displacement-output equivalent form as detailed in Chapter

II, Section 2.1.5. Then, using the general damping form of the CBSI realiza-

tion from (3.4.26) and introducing tildes to denote the approximate nature

of the modal parameters,{ ˙̃ηd
˙̃ηv

}
=
[

0 I
−Ω̃ −Ξ̃

]{
η̃d
η̃v

}
+
[
ε̃Tu
φ̃Tu

]
u

yd = [ φ̃y ε̃y ]
{
η̃d
η̃v

} (4.3.1)

Observe that, if ε̃u = 0 and ε̃y = 0, then η̃d and η̃v represent the nor-

mal mode displacement and velocity, respectively. This is because η̃v = ˙̃ηd

and the displacement outputs yd are solely a function of η̃d. Furthermore,

if Ξ̃ is diagonal (true if (4.3.1) is obtained from CBSI), the system is pro-

portionally damped. However, if ε̃u 6= 0 and ε̃y 6= 0 due to nonproportional

damping, η̃d and η̃v can be viewed as pseudo-normal modal displacement

and velocity vectors, and the residual quantities ε̃u and ε̃y are a measure of

the magnitude and spatial distribution of the nonproportional damping.

The preceding observation leads us to introduce a corrected displace-

ment variable basis ηd as a linear combination of the approximate modal

displacement and velocity variables η̃d and η̃v, viz

Tdηd = η̃d + Vdη̃v (4.3.2)

Let us also define a new generalized displacement basis ξ in terms of ηd and

Td as

ξ = Tdηd = η̃d + Vdη̃v (4.3.3)
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Thus, the problem of finding the generalized displacement basis ξ has been

isolated from determining the corrected normal modal basis ηd. The criteria

for selecting Vd can be developed independently of Td, and the resultant

transformation applied, yielding a new generalized stiffness matrix Kξ in the

basis ξ, which is then diagonalized using Td to yield the correct undamped

eigenvalues Ω.

The transformation Vd can be termed a coupling perturbation ma-

trix because it expressed the coupling effects of nonproportional damping on

the pseudo-normal displacement variables η̃d. Furthermore, substitution of

(4.3.3) into (4.3.1) yields the damping correction transformation{
ξ
ξ̇

}
=
[

I Vd

−VdΩ̃ I−VdΞ̃

]{
η̃d
η̃v

}
= Ψd

{
η̃d
η̃v

}
(4.3.4)

which is a perturbation through Vd on the identity matrix; i.e. Ψd → I

as Vd → 0. Applying (4.3.4) to (4.3.1b), the output yd in the corrected

displacement basis becomes

yd = [ φ̃y ε̃y ]
{
η̃d
η̃v

}
= [ φ̃y ε̃y ] Ψ−1

d

{
ξ
ξ̇

}
= [ φ̃y ε̃y − φ̃yVd ]

{
ξ
ξ̇

} (4.3.5)

In order for yd to become solely a function of the displacement variables

ξ in the corrected model basis, we can identify the proper transformation

constraint

ε̃y − φ̃yVd = 0 (4.3.6)

such that

yd = [ φ̃y 0 ]
{
ξ
ξ̇

}
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The constraint (4.3.6) ensures the output yd for the new basis is independent

of the new velocity variables ξ̇. Note that the “mode shapes” with respect to

the new basis are φ̃y. This does not imply, however, that the corrected normal

mode shapes are equal to φ̃y since we must still apply the re-diagonalizing

transformation Td to capture the corrected normal modes basis ηd. That is,[
0 I

−M−1
ξ Kξ −M−1

ξ Dξ

]
= Ψd

[
0 I
−Ω̃ −Ξ̃

]
Ψ−1
d

M−1
ξ KξTd = TdΩ

(4.3.7)

Thus, UNDAMP determines an MDV realization as{
η̇d
η̈d

}
=
[

0 I
−Ω −Ξ

]{
ηd
η̇d

}
+
[

0
φTu

]
u

yd = [ φy 0 ]
{
ηd
η̇d

} (4.3.8)

where[
0 I
−Ω −Ξ

]
=
[

Td 0
0 Td

]−1

Ψd

[
0 I
−Ω̃ −Ξ̃

]
Ψ−1
d

[
Td 0
0 Td

]
[

0
φTu

]
=
[

Td 0
0 Td

]−1

Ψd

[
ε̃Tu
φ̃Tu

]
[φy 0 ] = [ φ̃y ε̃y ] Ψ−1

d

[
Td 0
0 Td

] (4.3.9)

Note that the transformation (4.3.4) is a second-order canonical

transformation consistent with (3.3.6) with a corresponding transformation

constraint (4.3.6). As noted in Chapter III, the canonical transformation

constraint may be written equivalently in terms of either the input influence

matrix B or the displacement output influence matrix Cd, as these quantities

are constrainted as CdB = 0 (see (3.4.29)). Thus, in the above development,

the constraint in terms of the partitions of Cd is utilized, as the nonpropor-

tional damping is more clearly observed from a large number of sensors than

from a small number of actuators.
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4.3.2 Solution of Vd for Well and Overdetermined Constraint

The transformation constraint (4.3.6) provides a great deal of insight

into the algorithmic nature of the damping correction problem. If we have n

independent sensors (equal to the number of identified modes), φ̃y is square

and nonsingular and Vd is uniquely determined. Therefore

Vd =
(
φ̃y

)−1

ε̃y (4.3.10)

For the overdetermined case, where the number of independent sensors is

greater than n, we cannot completely account for the out-of-phase component

measure ε̃y using the transformation Vd over the n identified modes. We

can, however, determine a least square solution using the pseudoinverse,

which will minimize ‖ε̃y − φ̃yVd‖. This is similar to the Least-Square CBSI

presented in Chapter III, in which the solution for ei is always overdetermined

for MIMO systems. One crucial difference, however, is that an optimal value

for Vd cannot be determined explicitly because Ψd does not lead directly to

a normal modes basis.

An iterative approach to minimizing (4.3.6) can be implemented by

successive application of UNDAMP using a least-squares solution to (4.3.6),

viz.
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while ‖V(k)
d ‖ > ε

do



(i) V(k)
d =

(
φ̃(k)T
y φ̃(k)

y

)−1

φ̃(k)T
y ε̃(k)

y

(ii) Ψ(k)
d =

[
I V(k)

d

−V(k)
d Ω̃(k) I−V(k)

d Ξ̃(k)

]
(iii)

[
0 I
−K̃ξ −D̃ξ

]
= Ψ(k)

d

[
0 I

Ω̃(k) −Ξ̃(k)

]
Ψ(k)
d

−1

(iv) Ω̃(k+1)Td = TdK̃ξ

(v) Ξ̃(k+1) = TdD̃ξT−1
d

(vi)
[
φ̃

(k+1)
y ε̃(k+1)

y

]
=
[
φ̃

(k)
y ε̃(k)

y

]
Ψ(k)
d

−1
[

Td 0
0 Td

]−1

(vii) k = k + 1
(4.3.11)

4.3.3 Solution of Vd for Underdetermined Constraint

The underdetermined constraint problem, where the number of sen-

sors is less than the number of modes, is much more difficult in that it

admits an infinity of possible physical solutions which equally satisfy (4.3.6).

An obvious choice is found using the uniquely-defined Moore-Penrose pseu-

doinverse of φ̃y which yields a solution for Vd whose norm is minimized.

This is attractive because the state transformation (4.3.4) is a perturbation

through Vd of the identity matrix. Thus, if we wish to minimize (in some

sense) the necessary change in the modal parameters while incorporating the

mode shape phase relationships, it is logical to minimize the magnitude of

Vd, viz.

Vp = φ̃+
y ε̃y = φ̃Ty

(
φ̃yφ̃

T
y

)−1

ε̃y (4.3.12)
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Unfortunately, the pseudoinverse solution for Vd lacks any physi-

cal insight into the general damping problem. For example, in the well-

determined problem a unique solution for Vd exists because there is a suffi-

cient number of displacement outputs to form a consistent basis of displace-

ment variables. Finding a solution for Vd in the underdetermined case still

implies certain characteristics of the unmeasured outputs within the space

spanned by the state variables. The underdetermined constraint solution can

be interpreted as equivalent to augmenting φ̃y and ε̃y with additional inde-

pendent outputs; each of the possible solutions for Vd (including (4.3.12))

which satisfy the constraint(4.3.6) correspond to a different set of augmented

outputs. It is therefore critical to consider the nature of these hypotheti-

cal augmented outputs and their consistency to the existing mode shapes

represented by φ̃y and ε̃y. Otherwise, the underlying physics of the damp-

ing problem is violated, generally leading to a stiffness operator possessing

complex or negative eigenvalues. Recalling the inverse damped vibration

problem, this is analogous to the displacement consistency constraint on the

damped mode shapes X given by (4.2.7). Using these concepts, we can de-

velop an equivalent criterion for Vd such that hypothetical outputs satisfy

the same displacement consistency as the measured portions of the damped

mode shapes. This is discussed below.

4.3.4 Displacement Consistency Criterion for Vd

Let us examine solving the IDVP as in (4.2.6) from the CBSI-

transformed model in terms of the complete generalized displacement basis
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ξ. To determine an equivalent symmetric form of (4.3.1), we can multiply

through by the modal form of the coefficient matrix in (4.2.2) to obtain[
Ξ̃ I
I 0

]{ ˙̃ηd
˙̃ηv

}
=
[
−Ω̃ 0

0 I

]{
η̃d
η̃v

}
+
[
ε̃Tu
φ̃Tu

]
u

yd = [ φ̃y ε̃y ]
{
η̃d
η̃v

} (4.3.13)

Then, converting to the corrected displacement velocity basis using the trans-

formation given by (4.3.4), we have[
Ξ̃ I
I 0

]
Ψ−1

{
ξ̇
ξ̈

}
=
[
−Ω̃ 0
0 I

]
Ψ−1

{
ξ
ξ̇

}
+
[
φ̃Tu + Ξ̃ε̃Tu

ε̃Tu

]
u (4.3.14)

Finally, in order to obtain symmetric coefficient matrices in the new basis,

we can multiply through by Ψ−T , viz.

Ψ−T
[

Ξ̃ I
I 0

]
Ψ−1 =

[
Dξ Mξ

Mξ 0

]
Ψ−T

[
−Ω̃ 0
0 I

]
Ψ−1 =

[
−Kξ 0

0 Mξ

] (4.3.15)

where Mξ, Dξ and Kξ are the generalized mass, damping and stiffness matri-

ces with respect to the corrected generalized displacement basis ξ. Inverting

(4.3.15a), we have[
Dξ Mξ

Mξ 0

]−1

= Ψ
[

Ξ̃ I
I 0

]−1

ΨT[
0 M−1

ξ

M−1
ξ −M−1

ξ DξM
−1
ξ

]
= Ψ

[
0 I
I −Ξ̃

]
ΨT

=
[

I Vd

−VdΩ̃ I−VdΞ̃

][
0 I
I −Ξ̃

] [
I −Ω̃VT

d

VT
d I− Ξ̃VT

d

] (4.3.16)

which leads to the desired displacement consistency criterion by evaluating

the upper left-hand submatrix of the right hand side of (4.3.16), as shown

Vd + VT
d −VdΞ̃VT

d = 0 (4.3.17)
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This displacement consistency criterion implies that all mass, damping and

stiffness models determined by the coupling perturbation matrix Vd through

the generalized displacement basis ξ are symmetric (i.e. self-adjoint) struc-

tural dynamic models. This condition is expressed by the symmetric block

matrix structure of the first-order physical coefficient matrices in (4.3.15).

This formulation also allows us to examine the effect of the cou-

pling perturbation matrix Vd on the generalized mass and stiffness of the

transformed model. Evaluating (4.3.15b), we have

K−1
ξ = Ω̃−1 −VdVT

d

M−1
ξ = I−VdΞ̃ − Ξ̃VT

d −Vd

(
Ω̃− Ξ̃2

)
VT
d

(4.3.18)

Thus, Vd leads to perturbations in the generalized stiffness and mass prop-

erties of the system. This is of critical concern to the damping correction

problem, because if Vd is not consistent with the underlying second-order

structural dynamic behavior, the resulting mass and stiffness and their nor-

mal modes and mode shapes will be inaccurate and may even lose the defi-

niteness properties which are important to the structural model.

We can evaluate the displacement consistency of the measured out-

puts by either evaluating (4.2.7) with the damped modal model or by eval-

uating the CBSI-derived model using the equivalent expression

ε̃yφ̃
T
y + φ̃y ε̃

T
y − ε̃yΞ̃ε̃Ty = 0 (4.3.19)

Satisfying (4.3.19) or (4.2.7) implicitly assumes that the complex damped

modes have been correctly normalized relative to one another. Following the

procedure outlined in Chapter II, Section 2.3.3, the damped modes can be

effectively normalized using collocated actuator-sensor pairs to determine X.
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If the Symmetrical CBSI method of Chapter III is then applied to the nor-

malized damped modal realization for which X satisfies (4.2.7), the resultant

arrays φ̃y and ε̃y will be displacement consistent (i.e. satisfying (4.3.19)) and

suitable for addressing the underdetermined constraint problem.

Thus, combining the displacement consistency criteria for the cor-

rective transformation (4.3.17) with the transformation constraint (4.3.6),

Vd can be determined such that the displacement sensor outputs are ex-

pressed solely as a function of the corrected modal displacements ηd and

the unmeasured mode shape phase quantities are consistent with the modal

displacement variable assumptions. This generalized, transformation-based

algorithm is applicable to MIMO systems where the number of sensors is

either greater than or less than the number of modes. As will be shown in

the next section, the under-determined constraint poses the greatest chal-

lenge because additional physical constraints must be introduced in order to

obtain a solution for Vd.

4.4 Computational Considerations for Determining Vd

For the well-determined and overdetermined cases of the constraint

(4.3.6), there should be no need to impose the consistency criterion (4.3.17)

if the criterion for the given measured outputs (4.3.19) is satisfied. This can

be checked as follows,

φ̃+
y

(
ε̃yφ̃

T
y + φ̃y ε̃

T
y − ε̃yΞ̃ε̃Ty

)
φ̃+T
y = 0

φ̃+
y ε̃y + ε̃Ty φ̃

+T
y − φ̃+

y ε̃yΞ̃ε̃
T
y φ̃

+T
y = 0

φ̃+
y =

(
φ̃Ty φ̃y

)−1

φ̃Ty

(4.4.1)

But Vd = φ̃+
y ε̃y, hence (4.3.19) is equivalent to (4.3.17).
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In the under-determined case of (4.3.6), however, it is necessary to

explicitly satisfy (4.3.17). In addition, despite the apparent complexity of

the resultant problem, it is likely that the solution for Vd is not unique.

Therefore, we can either seek a general solution to minimize the magnitude

of Vd while satisfying the constraint equations (4.3.6) and (4.3.17), or deter-

mine a particular solution which satisfies particular physical considerations.

The particular solution is straightforward and will be detailed first.

4.4.1 Underdetermined Solution via Augmented Outputs

We shall augment yd in (4.3.1) by additional hypothetical displace-

ment outputs ŷd which are only a function of the approximate modal dis-

placements η̃d. In other words, from the point of view of the augmented

outputs, the CBSI-derived system will appear to be proportionally damped,

viz. {
yd
ŷd

}
=
[
φ̃y ε̃y
φa 0

]{
η̃d
η̃v

}
(4.4.2)

Then, assuming φ̃y and ε̃y satisfy (4.3.19), the augmented portion of the

mode shapes φa must satisfy

ε̃yφ
T
a = 0 (4.4.3)

in order for the displacement consistency criterion to hold for the complete

set of measured and augmented outputs. This implies φa is in the null space

of ε̃Ty . It can be verified that the particular solution is given by

Vd =
(
I−Qn1(QT

n2Qn1)−1QT
n2

)
Vp (4.4.4)
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where
Qn1 = null(φ̃y) QT

n1Qn1 = I

Qn2 = null(ε̃y) QT
n2Qn2 = I

Vp = φ̃+
y ε̃y = φ̃Ty (φ̃yφ̃Ty )−1ε̃y

(4.4.5)

Therefore, by applying this particular physical condition on the augmented

system, it is possible to obtain a unique solution for Vd which satisfies the dis-

placement consistency constraint (4.3.17) and the transformation constraint

(4.3.6).

While this approach is attractive because of its directness and clear

physical interpretation, we are implicitly limiting the freedom we have to

choose Vd and assuming that only the measured degrees of freedom have

significant mode shape phase components to consider. This approach may

therefore impose significant changes on the corrected modal properties, es-

pecially when the number of measured outputs l becomes significantly less

than the number of identified modes n. Hence, it is necessary to consider

a general optimization-based approach to minimize Vd subject to the given

linear and nonlinear constraints (4.3.6) and (4.3.17).

4.4.2 Optimization-Based Underdetermined Solution

As noted previously, it is reasonable to seek a solution for Vd which

incorporates the residual phase quantities ε̃y into the second-order model

form while attempting to minimize the change in the approximate modal

parameters. This implies that, of the infinity of possible solutions for Vd

in the underdetermined correction problem, we wish to find the resultant

physical system which is close to the approximate proportionally damped

system.
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We can approach this numerical problem by noting that all solutions

to (4.3.6) fit the form

Vd = Vp + Qn1STn (4.4.6)

where Vp is the pseudoinverse solution given by (4.3.12), Qn1 is the or-

thonormal null space of φ̃y and Sn is a scaling matrix to be determined.

Note that (4.4.4) fits this form where STn =
(
QT
n2Qn1

)−1
QT
n2Vp.

We can further reduce the dimension of the constraint by utilizing

the null space of φ̃y. The projection of (4.3.17) into the range space of φ̃y

becomes (4.3.19), which is automatically satisfied if the measured data is

displacement-consistent. The projection of (4.3.17) into the null space of φ̃y

yields

STnQn1 + QT
n1Sn − STn Ξ̃Sn = 0 (4.4.7)

which would be satisfied if Sn = 0. However, the cross-projection of (4.3.17)

onto the range and null spaces of φ̃y leads to

QT
r1

(
VpQn1 + Sn −VpΞ̃Sn

)
= 0 (4.4.8)

where Qr1 = null(QT
n1) is the range space of φ̃y. Therefore, satisfying (4.4.8)

generally requires a nontrivial solution for Sn if QT
r1VpQn1 6= 0. Once again,

we note that all solutions to (4.4.8) can be written as

Sn =
(
I−VpΞ̃

)−1

[Qn1Snn −VpQn1] (4.4.9)

Substituting (4.4.9) into (4.4.7) leads to a reduced-order quadratic matrix

problem, viz.

STnnN1 + NT
1 Snn − STnnN2Snn + R = 0 (4.4.10)
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where
N1 = QT

n1

(
I−VpΞ̃

)−T (
Qn1 − Ξ̃S(0)

n

)
N2 = QT

n1

(
I−VpΞ̃

)−T
Ξ̃
(
I−VpΞ̃

)−1

Qn1

R = S(0)
n

T
Qn1 + QT

n1S
(0)
n − S(0)

n

T
Ξ̃S(0)

n

S(0)
n = −

(
I−VpΞ̃

)−1

VpQn1

(4.4.11)

Thus we must solve for a scaling matrix Snn of dimension (n − l),

where n is the number of measured modes and l is the number of measured

sensors. Although this problem is reduced in scale as compared to (4.3.17),

it is still difficult to solve in a direct fashion.

4.4.3 Two-Stage Iterative SQP Procedure for Snn

A two-stage iterative procedure has been developed to seek a solu-

tion to (4.4.10). Utilizing the Sequential Quadratic Programming (SQP) [68]

method to handle the nonlinearity introduced by the constraint, we project

(4.4.10) onto the singular values of the residual matrix R and determine the

projection of Snn, a vector, which satisfies the scalar constraint and mini-

mizes the norm of the solution vector. The solution for Snn is then incor-

porated into Sn using (4.4.9) and new matrices N1 and R are found using

(4.4.11a) and (4.4.11c). The two-stage procedure concludes when the norm of

the residual R is effectively zero. For the inner stage, we first project (4.4.10)

onto the singular values of the residual matrix R, viz.

R =
n−l∑
i=1

sipipTi , pTi pi = 1, pTi pj = 0 (4.4.12)
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xTi bi + bTi xi − xTi N2xi + si = 0

xi = Snnpi

bi = N1pi

 (4.4.13)

Then, for i = 1 to (n − l), we minimize ‖xi‖ subject to (4.4.13). Given

the nonlinearity of the constraint, we can apply the (SQP) method

min
xi,λ

J̄ =
1
2
xTi xi − λΦi

Φi(xi) = xTi bi + bTi xi − xTi N2xi + si

(4.4.14)

leading to the system of equations W(k) −
(
δΦ

(k)
i

δxi

)T
−
(
δΦ

(k)
i

δxi

)
0

{ δxi
λ(k)

}
=
[
−x(k)

i

Φ(k)
i

]
(4.4.15)

where
W(k) = I + 2λ(k)N2

δΦ(k)
i

δxi
= 2

(
bi −N2x

(k)
i

)T
Φ(k)
i = Φi(x

(k)
i )

x(k+1)
i = x(k)

i + δxi

x(0)
i = 0 λ(0) = 0

(4.4.16)

Each solution xi is then projected back to form Snn, viz.

Snn =
n−l∑
i=1

xipTi (4.4.17)

The procedure given requires an outer iterative stage since, in determining

the ith projection of the solution xi, we do not constrain the projection

vectors pi to remain orthogonal through the matrix equation (4.4.8). Hence,
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after determining Snn from (4.4.17) at outer iteration j, we incorporate the

solution using (4.4.9) to determine

S(j+1)
n = S(j)

n +
(
I−VpΞ̃

)−1

Qn1S(j)
nn (4.4.18)

and form new matrices N1 and R using S(j+1)
n . The outer iteration concludes

when the norm of the residual R is within a specified bound ε.

4.5 Summary of Damping Correction Algorithm

4.5.1 Well-Determined Transformation Constraint

For the well-determined problem (when the number of independent sensors

equals the number of modes):

Step 1 Determine the damped modal realization (see (2.3.25)) using an ef-

fective MIMO model estimation algorithm such as ERA or Polyref-

erence.

Step 2 In the case of velocity or acceleration sensing, integrate once or

twice (multiplying by Λ−1), respectively, to obtain the damped

mode shape matrix Cz. This allows the outputs to be treated as if

they were measured displacements.

Step 3 Apply CBSI algorithm (see Chapter III) to determine the approx-

imate normal modal parameter realization (4.3.1). φ̃y and ε̃y are

given by partitions of the Cd matrix in the CBSI realization.

Step 4 Solve for Vd using (4.3.10).

Step 5 Compute Ψ in (4.3.4) using Vd and the CBSI-estimated modal

parameters Ω̃ and Ξ̃. Apply the basis transformation to the CBSI
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model and determine a new generalized stiffness matrix M−1
ξ Kξ

from the partitions of the transformed A matrix as in (4.3.7).

Step 6 Determine the eigenvectors of the new generalized stiffness and ap-

ply as a transformation to determine the corrected normal modes

basis as in (4.3.8)-(4.3.9).

4.5.2 Over-Determined Transformation Constraint

For the over-determined problem (when the number of independent sensors

exceeds the number of modes):

Steps 1-3 from well-determined procedure

Step 4 Iterate using the procedure outline in (4.3.11). This is equiva-

lent to iteratng on Steps 4-6 from well-determined procedure until

‖V(k)
d ‖ < ε.

4.5.3 Under-Determined Transformation Constraint

For the underdetermined problem (when the number of sensors is less than

the number of identified modes):

Steps 1-2 from well-determined procedure

Step 3 Normalize the damped modes as in Chapter II, Section 2.3.3. Check

the displacement consistency criterion (4.2.7) using the complex

normalized modes X.

Step 4 Apply the symmetric CBSI algorithm as in Chapter III, Section

3.4.3. φ̃y and ε̃y are given by partitions of the C matrix resulting

from CBSI-SYM.

Step 5 Solve for Vp using a pseudoinverse solution (4.3.12) to the trans-

formation constraint (4.3.6).
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Step 6 Compute an addition to Vp in the null space of φ̃y either directly

as in Section 4.4.1 or iteratively as in Section 4.4.2.

Step 7 Complete procedure by computing Ψ as in steps 5-6 for the well-

determined problem.

4.6 Numerical Examples for the UNDAMP Algorithm

4.6.1 3-DOF Spring-Mass System with Nonproportional Damping

The first example, is a 3 degree of freedom mass-spring system with

nonproportional damping. The system equations of motion are given as
q̈1
q̈2
q̈3

+

 2 −.1 −.1
−.1 .2 −.1
−.1 −.1 1.1


q̇1
q̇2
q̇3


+

 4 −2 0
−2 4 −2
0 −2 22


q1
q2
q3

 =

 0
u

0

 (4.6.1)

The resultant undamped modal parameters are then given as the eigenvalues

and eigenvectors of the mass and stiffness matrices, viz.

Ω =

 1.8980 0 0
0 5.8798 0
0 0 22.222


T =

 0.6875 −0.7261 −0.0121
0.7226 0.6824 0.1104
0.0719 0.0847 −0.9938

 (4.6.2)

and the nonproportionality of the damping can be verified by computation

of the modal damping matrix, given as

TTDT =

 0.9359 −0.8991 −0.0534
−0.8991 1.2552 0.0562
−0.0534 0.0562 1.1090

 (4.6.3)
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Applying the symmetric form of CBSI to the normalized damped

modal realization of (4.6.1) yields

Ω̃ =

 2.5043 0 0
0 4.4578 0
0 0 22.2155


Ξ̃ =

 1.2281 0 0
0 0.9636 0
0 0 1.1083


φ̃y =

 0.9252 0.7416 −0.0165
0.9025 −0.8288 0.1109
0.0907 −0.1071 −0.9937


ε̃y =

−0.1769 0.3085 0.0039
0.2784 0.2180 −0.0004
0.0376 0.0225 −0.0001



(4.6.4)

Using (4.3.19), we can verify that the displacement consistency criteria is

satisfied. Then, assuming 3 sensors measure q1, q2 and q3, the unique solution

of Vd from (4.3.10) is found to be

Vd =

 0.0418 0.2907 0.0020
−0.2907 0.0533 0.0027
−0.0027 −0.0018 0.0000

 (4.6.5)

Completing the correction procedure by forming Ψ from (4.3.4), the new

modal parameters are equivalent to (4.6.2)-(4.6.3).

For the underdetermined case, if we assume that only q1 and q2 are

measured degrees of freedom, the pseudoinverse solution can be determined

from (4.3.12), viz.

Vp =

 0.0405 0.2902 0.0020
−0.2884 0.0542 0.0027
0.0255 0.0094 −0.0001

 (4.6.6)

If we apply the direct method of augmented inputs (4.4.4), we obtain

Vd =

 0.0418 0.2907 0.0020
−0.2907 0.0533 0.0027
−0.0027 −0.0018 0.0000

 (4.6.7)
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Thus, the correct undamped modal parameters and nondiagonal modal

damping matrix will be determined by completing the correction procedure

summarized in Section 4.5.3. Note that this correction was accomplished

using sensors only at q1 and q2.

If we restrict the problem further by using only the output at q2,

we find the direct solution leads to either complex undamped mode shapes

or modes with inconsistent coefficients for the collocated input and output,

which is a physically-irrelevant property given the real nature of the physical

parameters and the reciprocity of the underlying physical system. Instead,

applying the iterative minimization approach, we obtain

Vd =

 0.0413 0.2882 −0.0188
−0.2878 0.0524 −0.0199
0.0233 0.0123 0.0004

 (4.6.8)

and the resultant modal parameters are

Ω =

 1.8911 0 0
0 5.7811 0
0 0 22.6849


Tm = [ 0.7185 −0.6854 0.1185 ]

Ξ =

 0.9394 0.8643 −0.5025
0.8643 1.2076 −0.4212
−0.5025 −0.4212 1.1530


(4.6.9)

where Tm are the corrected measured mode shapes. By inspection, the

damping correction using only one sensor was partially successful. The accu-

racy of the eigenvalues and eigenvectors for the lowest 2 modes was improved

over the CBSI estimate (4.6.4), but the highest mode mode was somewhat

adversely affected. This is because, as the number of measurements becomes



122

relatively small as compared to the number of measured modes, we have pro-

gressively less mode shape phase quantities to guide the damping correction,

and the minimization approach may not yield the best solution.

An improved result can be obtained, however, by restricting the num-

ber of modes which are coupled through the UNDAMP transformation. For

example, examining the Modal Phase Collinearity (reviewed in Chapter III,

Section 3.5, Table 3.2), it is only the first two modes which can improved to

any practical degree through the UNDAMP method, as mode 3 is already ef-

fectively uncoupled in a normal modes sense from modes 1 and 2. Therefore,

using only the subspace spanned by damped modes 1 and 2, Vd is given as

Vd =

 0.0417 0.2904 0
−0.2904 0.0532 0

0 0 0

 (4.6.10)

and the resultant modal parameters are

Ω =

 1.8998 0 0
0 5.8761 0
0 0 22.2155


Tm = [ 0.7230 −0.6818 0.1109 ]

Ξ =

 0.9365 0.8978 0
0.8978 1.2552 0

0 0 1.1083


(4.6.11)

which leads to both a better approximation of the first two modes while not

altering the reasonable estimate of mode 3 already obtained using CBSI.
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4.6.2 36-DOF Planar Truss with Light Nonproportional Damping

A second numerical example, previously shown in Figure 3.2, is of

a 36 d.o.f. planar truss with nonproportional damping. Using 18 sensors,

the CBSI-estimated modal parameters were successfully corrected. Table

4.1 compares various implementations of UNDAMP using both modal set

selection and the underdetermined constraint methods. The “best” solution

is obtained through selection of the 12 modes possessing the lowest MPC

measures, although reasonable and improved estimates were obtain when

even fewer modes were considered.

For the underdetermined solutions which result from correcting the

full space of modes, both the minimization and augmentation methods were

applied, with the minimization approach yielding reasonable and improved

modal estimates, while the augmentation approach lead to significant and

unreasonable changes in the physical properties throughout the modal spec-

trum. Figure 4.1 illustrates how the iterative SQP-based minimization al-

gorithm for the under-determined solution operates. In the minimization

solution for correcting all 36 modes, the minimization procedure operated

on a subspace of dimension 18 (36 modes minus 18 sensors) and drove the

singular values of the quadratic constraint violation to within a specified

tolerance in 2 iterations. Figure 4.2 shows the resultant nondiagonal modal

damping matrix for the 12-mode overdetermined solution. The assumed

proportional modal damping of the CBSI procedure has now been altered to

accommodate the mode shape phase components originally expressed by the

ε̃y array. Figure 4.3 shows a comparison of the mode shapes for mode 27,

which possessed the lowest phase collinearity.
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Figure 4.1: Example of Reduction in Quadratic Constraint Violation us-
ing the Iterative SQP-based Minimization Method for Under-
determined UNDAMP Problems

Figure 4.2: UNDAMP-derived Nondiagonal Damping Matrix for Nonpropor-
tionally Damped Planar Truss Problem
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4.7 Concluding Remarks

A general damping correction procedure, termed UNDAMP, for de-

termining the undamped modal properties from damped system realization

parameters has been presented. The present procedure begins with the as-

sumption that the system may be proportionally-damped and obtains es-

timated normal modes via the CBSI algorithm. If the displacement and

velocity modes are different, the damping correction procedure is invoked to

extract the normal modes and associated nonproportional damping matrix.

This corrective transformation can be carried out in two distinct ways. If the

number of sensors are at least equal to the number of identified modes, the

direct transformation can be obtained by solving a linear constraint equation.

If the number of sensors are less than the number of identified modes, the
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linear constraint is underdetermined and the transformation must be deter-

mined either directly or iteratively such that a quadratic matrix consistency

criterion is satisfied. The present damping correction procedure has been

demonstrated through numerical examples.



CHAPTER V

MINIMAL-ORDER
MASS AND STIFFNESS DETERMINATION

5.1 Introduction

The primary objective of modal testing of structures is to validate the

homogeneous form of the governing linear differential equations of motion in

terms of the dominant undamped modes of vibration. Naturally, there is only

a finite number of points on the structure for which data can be collected,

and these points are generally a small subset of the total degrees of freedom

(d.o.f.) employed in the finite element modeling of the structure. In fact, the

number of measurement points may also be typically small compared to the

number of vibrational modes identified in the test, especially when utilizing

modern instrumentation with high sampling rates and powerful, inexpensive

scientific workstations for data analysis. Therefore, if l sensors are used to

identify modal data for n modes, where n > l, there is not a unique model of

the classical mass/stiffness form with physical d.o.f. which possesses order-n

dynamics given only l spatial measurement points.

Much research in recent years has focused on methods for correla-

tion or reconciliation of finite element models which inherently possess very

large order dynamics to the limited sensor and frequency data obtained from

modal testing. The primary advantage of this approach is that we can relate

measured data back to physical design parameters of the system, resulting
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in a model which not only possesses the observed modal characteristics, but

will predict internal stress levels and sensitivity to further design changes as

well. The drawback, however, is that these models must retain far higher

numbers of degrees of freedom than can be correlated in test, and it is exactly

the high-order localized uncorrelated behavior which is influential in specific

model predictions such as stress distribution. Thus, while these models may

be superior in most ways to unverified finite element models, there can be a

tendency to trust their behavior in all cases when only their low-frequency

global characteristics have been correlated.

An alternative approach is to directly calculate mass and stiffness

from the modal parameters identified by test. The resulting matrices will

then express only the behavior measured and not interpolate further degrees

of complexity. This is sometimes referred to as the inverse vibration problem

(IVP). The primary goal of the present paper is to investigate solutions to

the IVP when the number of sensors l is less than the number of identified

modes n. We will show that mass and stiffness matrices of dimension l,

referring to the measured d.o.f., can be found from the n identified modes.

These matrices are effectively reduced properties of the system, condensing

n modal d.o.f. into l physical d.o.f., and the reduced matrices are directly

related to classical model reduction, namely the so-called Guyan method.

One serious drawback of the reduced physical matrices is that they

condense the identified dynamics from test into a smaller dimensional space.

Thus, the measured eigenvalues and eigenvectors are not preserved by the

resultant mass and stiffness matrices, and the model defined by the reduced

matrices is not equivalent to the test in terms of the measured transfer func-

tions. To address this issue, we endeavor to derive mass and stiffness matrices



130

which possess both the physical nature of the previous reduced parameters

and yet preserve the full eigenspectrum as measured in test. If the mass

and stiffness are determined strictly from test, as opposed to the common

problem of large-order finite element model correlation, then the resultant

matrices will be of minimum order to express the identified modes. In fact,

these minimum-order coefficients for the second-order structural dynamic

equations will, when cast into state space form, lead to a realization of the

system transfer functions fully equivalent to the system realization used to

derive the modal data.

The coordinate set chosen for the derivation of minimal-order mass

and stiffness consists of the measured physical d.o.f. augmented by a set

of generalized d.o.f which are specifically modal coordinates of the residual

dynamics. The residual dynamic matrix is the difference between the mea-

sured modes and the projection of the reduced stiffness through the measured

mode shapes. A singular value decomposition of the residual dynamic matrix

is then used to determine the rank deficiency of the reduced stiffness, and

a minimum order augmentation of the mode shapes using the orthonormal

vectors of the singular values is performed to find the new minimal-order stiff-

ness and mass matrices. Finally, the augmented portions of the new stiffness

and mass matrices are diagonalized such that the augmented d.o.f. possess

the desired modal orientation for the residual dynamics. This method of rep-

resentation is similar to the the Craig-Bampton component mode synthesis

(CMS) method for finite element models, which is popular among spacecraft

dynamicists.
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5.2 Reduced Mass and Stiffness from Normal Modal Parameters

Recent work in the area of structural identification has included the

determination of mass and stiffness matrices directly from continuous time

system realizations [37]. A major drawback to this approach, however, is

that it requires the dimension of the physical model to be equivalent to the

number of second-order states, implying that the number of independent

sensors measured are equal to the number of identified modes. A more

practical approach is to enrich the computed mass and stiffness matrices with

the complete set of measured modes, independent of the number of sensors.

This allows the resulting mass and stiffness to express contributions of all

the modes observable from the available sensors. We begin by developing

the concept of reduced mass and stiffness matrices, which are defined with

respect to only the sensor DOF.

If we partition the DOF of a large-order structural dynamics model

such as those obtained from finite element discretization into sets m and i,

we have[
Mmm Mmi

MT
mi Mii

]{
q̈m(t)
q̈i(t)

}
+
[
Dmm Dmi
DTmi Dii

]{
q̇m(t)
q̇i(t)

}
+
[

Kmm Kmi

KT
mi Kii

]{
qm(t)
qi(t)

}
=
[

B̂m

B̂i

]
u(t)

(5.2.1)

Here we can interpret the DOF setsm and i as the measured and unmeasured

DOF from the experimental data. Then solving the static equations where

no forces are applied to the qi equations (B̂iu(t) = 0), we have

qi = −K−1
ii KT

miqm (5.2.2)
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and a variable reduction operator is given as

q =
[

I
−K−1

ii KT
mi

]
qm = Φcqm (5.2.3)

In component mode synthesis (CMS) theory, Φc are often termed the con-

straint modes, as they represent the displacement vectors of the internal

degrees of freedom qi with respect to the constraint modes, defined as the

set of orthogonal unit displacements of the retained degrees of freedom qm.

Applying the transformation (5.2.3) to K, D, and M in (5.2.1), the so-called

Guyan reduced stiffness, damping, and mass are

K̄ = ΦT
c KΦc = Kmm −KmiK−1

ii KT
mi

D̄ = ΦT
c DΦc M̄ = ΦT

c MΦc

(5.2.4)

The resultant model clearly no longer possesses the large order dynamics of

K and M, but preserves the general behavior of the larger eigenproblem for

the lowest modes and modes which are strongly influenced by the retained

degrees of freedom. In fact, this procedure is exactly correct for static analy-

sis under the aforementioned assumptions, and for dynamic analysis in which

the mass associated with the internal degrees of freedom is negligible. We

further note that the Guyan reduction concept is really the idea of apply-

ing the static constraint modes transformation Φc to reduce the mass and

damping matrices, as the concept of static condensation of the stiffness was

employed previously in static matrix structural analysis.

We now wish to show an alternative representation of the Guyan re-

duction in terms of the normal modes of the full-order system. We begin by

assuming that the measured modes from test completely span the dynamics
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of (5.2.1), such that the model representation in modal coordinates is a com-

pletely equivalent realization. Recalling (2.1.2)-(2.1.3), the corresponding

normal modal equations of motion of (5.2.1) are given as

η̈(t) + Ξη̇(t) + Ωη(t) = ΦT
n B̂u(t) (5.2.5)

where Φn are the mass-orthonormalized eigenvectors for the generalized un-

damped eigenproblem

KΦn = MΦnΩ

where
ΦT
nMΦn = I

ΦT
nKΦn = Ω

ΦT
nDΦn = Ξ

(5.2.6)

If we express the physical degrees of freedom q(t) in terms of the normal

modal variables η(t), we have the transformation

q(t) = Φnη(t) =
[
φm
φi

]
η(t) (5.2.7)

where φm, φi are partitions of the eigenvectors at the measured and un-

measured (i.e. internal) degrees of freedom, respectively. Using (5.2.6) and

assuming no rigid-body modes such that Ω is nonsingular, the inverse vibra-

tion problem can be solved as

K−1 = ΦnΩ−1ΦT
n

M−1 = ΦnΦT
n

(5.2.8)

Using the partitions of K as in (5.2.1), the inverse of K can be written

symbolically as

K−1 =
[

K̄−1 −K̄−1KmiK−1
ii

−K−1
ii KT

miK̄
−1 K−1

ii

(
I + KT

miK̄
−1KmiK−1

ii

) ] (5.2.9)
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where K̄ is the Schur complement of Kii in K and is equivalent to the

statically-condensed stiffness as given in (5.2.4). Furthermore, using the

partitions of Φn in (5.2.7) together with (5.2.8), we have

K−1 =
[
φmΩ−1φTm φmΩ−1φTi
φiΩ−1φTm φiΩ−1φTi

]
(5.2.10)

Thus, comparing (5.2.9) and (5.2.10), the Guyan-reduced stiffness matrix

with respect to the measured test degrees of freedom is found as

K̄ = [φmΩ−1φTm ]−1 (5.2.11)

In order to determine the reduced mass, a slightly different calculation is

required, as from (5.2.4) M̄ has combinations of mass and stiffness. We

write the full-order mass M as

M = KK−1MK−1K

Then, expressing K−1 in modal terms from (5.2.8), grouping terms and

applying the Guyan constraint mode transformation to both sides, we have

M = KΦnΩ−1
(
ΦT
nMΦn

)
Ω−1ΦT

nK

= KΦnΩ−2ΦT
nK

M̄ = ΦT
c MΦc = ΦT

c KΦnΩ−2ΦT
nKΦc

(5.2.12)

Noting that

KΦc =
[

Kmm Kmi

KT
mi Kii

] [
I

−K−1
ii KT

mi

]
=
[

K̄
0

]
the Guyan-reduced mass matrix is given as

M̄ = [ K̄ 0 ]
[
φm
φi

]
Ω−2 [φTm φTi ]

[
K̄
0

]
M̄ = K̄φmΩ−2φTmK̄

(5.2.13)
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Therefore, M̄ as calculated in(5.2.13) possesses the qualities of the statically-

condensed mass as opposed to (φmφTm)−1, which gives just the Schur com-

plement of Mii in M. Note that when φm spans the modes completely (φm

nonsingular, number of sensors equal to number of modes), (5.2.13) simplifies

to
M̄ = φ−Tm Ωφ−1

m φmΩ−2φTmφ
−T
m Ωφ−1

m

= φ−Tm φ−1
m = (φmφTm)−1

(5.2.14)

which is consistent with (5.2.8), since having a full space of sensors implies

that φm = Φn. Similarly, we can find the Guyan-reduced damping matrix

D̄ as

D̄ = K̄φmΩ−1ΞΩ−1φTmK̄ (5.2.15)

Thus, the reduced system matrices given by (5.2.11), (5.2.13) and (5.2.15)

are theoretically consistent with the Guyan reduction in the limit as the full

eigen spectrum of (5.2.1) is measured. In addition, they are a function only

of the partition of the mode shapes at the measured locations, and thus can

be directly calculated from the measured test data.

Finally, the reduced stiffness K̄ is also an expression of the mo-

bility curve-based stiffness parameters, the so-called system receptance.

From (2.1.6), the frequency domain transfer function matrix H(ω), where

y(ω) = H(ω)u(ω), is given for displacement sensing by

H(ω) = Hd

(
K + iωD − ω2M

)−1
B̂ (5.2.16)

Then, assuming actuators sensors at physical DOF qm, the receptance is

found by the asymptotic limit of H(ω) as ω→ 0, viz.

lim
ω→0
H(ω) = HdK−1HT

d = K̄−1 (5.2.17)
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We note here that K̄ is determined from the modes of the identified model

which is generally a curve fit of much smaller dimension than is required to

match the transfer function exactly. Thus, K̄ expresses the receptance of the

approximate model, rather than the test-measured transfer function matrix.

5.3 Minimum-Order Mass and Stiffness from Normal Modal Parameters

As noted in the introduction, we base our method for a minimum-

order equivalent mass and stiffness from test on the Craig-Bampton com-

ponent mode synthesis method, which itself is related to the statically-

condensed mass and stiffness of the Guyan reduction. Thus, we will use

the method of determining the Guyan reduction from measured modes as

reviewed in the preceding section to develop the equivalent minimum-order

method. To begin, however, let us review the Craig-Bampton CMS method

as applied to the finite element method. Recalling (5.2.2), in the Craig-

Bampton method we represent qi as

qi = −K−1
ii KT

miqm + Tξξ (5.3.1)

where ξ are augmented generalized degrees of freedom and Tξ are the dis-

placements of qi with respect to unit displacements of ξ. Thus, the variable

transformation is given as

q =
[

I 0
−K−1

ii KT
mi Tξ

]{
qm
ξ

}
= T

{
qm
ξ

}
(5.3.2)

and applying this to K gives

K̂ = TTKT =
[

K̄ 0
0 TT

ξ KiiTξ

]
(5.3.3)
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Thus, K̂ is block-diagonal, composed of the Guyan reduced stiffness and a

residual symmetrical stiffness matrix. Note that we have not yet defined

ξ as the modal coordinates of the residual structure; the form of K̂ is a

consequence of (5.3.2), which basically defines ξ as a subspace orthogonal to

qm through K. To uniquely define the direction of ξ, it is specified that Tξ

are the orthonormal eigenvectors of the generalized eigenproblem

KiiTξ = MiiTξΩr

such that
TT
ξ KiiTξ = Ωr

TT
ξ MiiTξ = I

(5.3.4)

Using (5.3.4) to fully define Tξ, the Craig-Bampton stiffness and mass ma-

trices are given by

K̂ = TTKT =
[

K̄ 0
0 Ωr

]
M̂ = TTMT =

[
M̄ Mc

MT
c I

] (5.3.5)

where

Mc = MmiΦr −KmiK−1
ii MiiΦr (5.3.6)

is a mass coupling between qm and ξ and M̄ is the Guyan-reduced mass

given by (5.2.12).

Starting from K̄, we can construct K̂ and M̂ from the measured

modal test parameters φm and Ω as follows. Partition the eigenvectors of K̂

and M̂ as [
K̄ 0
0 Ωr

] [
φm
φr

]
= M̂

[
φm
φr

]
Ω (5.3.7)
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normalized such that

[ φTm φTr ]
[

K̄ 0
0 Ωr

] [
φm
φr

]
= Ω (5.3.8)

Here, φr are the partition of the eigenvectors of K̂ and M̂ relating the aug-

mented variables ξ to the normal modal variables of the global system η.

Although φr and Ωr are unknowns, together they form a dynamic residual

matrix ∆Ω which can be computed by the test-measured quantities φm, Ω

and K̄, viz.

φTr Ωrφr = Ω− φTmK̄φm = ∆Ω (5.3.9)

Since K̄ is computed by (5.2.11), ∆Ω is a function solely of φm and Ω.

The required minimal rank augmentation of qm is determined through

the dynamic residual matrix ∆Ω. In order to find the rank of Ωr and a vector

basis for φr, we utilize a singular value decomposition of ∆Ω, viz.

PSPT = svd (∆Ω)

Examination of the singular values clearly indicates the required dimension

of the augmented coordinates ξ. For example, with l independent spatial

measurements, φTmK̄φm will be typically be of rank l, while Ω is rank n, and

φTr Ωrφr is rank (n − l). Therefore, the SVD should determine (n − l) non-

zero singular values for ∆Ω. It is possible, however, for the reduced matrix

to exhibit some rank deficiency (for example if flexibility mode contributions

to K̄ are rank-updated to account for rigid-body modes), and so a rigorous

approach is fully examine the singular values of ∆Ω to determine the correct

rank p,

∆Ω = PSPT = PpSpPT
p (5.3.10)
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Having determined an basis Pp for the p augmented coordinates, we now

augment φm by the rows of PT
p which span the singular values, and solve the

general inverse vibration problem:[
K̄ 0
0 Kr

]
=
[
φm
PT
p

]−T
Ω
[
φm
PT
p

]−1

[
M̄ M̃c

M̃T
c Mr

]
=
[[
φm
PT
p

]
[φTm Pp ]

]−1
(5.3.11)

Finally, the augmented d.o.f. are orthonormalized for consistency with the

definition of ξ by solving the generalized eigenproblem

KrU = MrUΩr

UTKrU = Ωr

UTMrU = I

(5.3.12)

and performing a final transformation on the mass and stiffness matrices

K̂ =
[

I 0
0 UT

] [
K̄ 0
0 Kr

] [
I 0
0 U

]
=
[

K̄ 0
0 Ωr

]
M̂ =

[
I 0
0 UT

] [
M̄ M̃c

M̃T
c Mr

] [
I 0
0 U

]
=
[

M̄ Mc

MT
c I

] (5.3.13)

Thus, in a mathematical sense, K̂ and M̂ are an equivalent measure

of the normal mode parameters as observed from the physical DOF qm.

Furthermore, this realization is unique from its definition in terms of the

modal parameters of the system. This implies that, in an asymptotic sense,

both the Guyan-reduced properties and the Craig-Bampton representation

of (5.2.1) are intrinsic parameters of the physical system independent of the

particular finite element representation. It is this intrinsic characteristic that

we exploit for the derivation of augmented mass and stiffness matrices. Note

also that the definition of K̂ and M̂ include as special cases both the modal

model [Ω, I] and the physical model [K,M] in the limits as the number of

measured DOF varies from 0 to n.
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5.4 Numerical Examples

5.4.1 3-DOF Undamped Spring-Mass System

In order to illustrate the mass and stiffness derivation methods pre-

sented in the preceding sections, the first example involves a simple un-

damped 3-DOF spring-mass system as shown in Figure 3.1. The undamped

equations of motion are given as
q̈1
q̈2
q̈3

+

 4 −2 0
−2 4 −2
0 −2 22


q1
q2
q3

 =


0
u
0


y = q2

(5.4.1)

The normal mode parameters of (5.4.1) are given as

φm = [ 0.7226 0.6824 −0.1104 ]

Ω =

 1.8980 0 0
0 5.8798 0
0 0 22.222

 (5.4.2)

Thus, the reduced properties K̄ and M̄ from (5.2.11) and (5.2.13) are found

to be

K̄ = 2.8182 M̄ = 1.2583 (5.4.3)

which are the correct Guyan-reduced stiffness and mass as given by (5.2.4).

Note also that the Schur complement of M given by

(
φmφ

T
m

)−1
= 1.0000

is an incorrect expression for the Guyan-reduced mass as was shown analyt-

ically in Section 5.2.
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To determine the minimum-order stiffness and mass, K̂ and M̂ re-

spectively, we use the reduced stiffness K̄ above. Applying (5.3.9), we have

∆Ω =

 0.4266 −1.3896 0.2248
−1.3896 4.5674 0.2123
0.2248 0.2123 22.188

 (5.4.4)

Then the SVD of ∆Ω is found to be

P =

 0.0096 −0.2917 −0.9565
0.0113 0.9565 −0.2916
0.9999 −0.0080 0.0125


S =

 22.192 0 0
0 4.989 0
0 0 0.0000

 (5.4.5)

Finally, applying (5.3.11)-(5.3.13), the minimum-order properties are deter-

mined, viz.

K̂ =

 2.8182 0 0
0 4.0000 0
0 0 22.0000


M̂ =

 1.2583 −0.5000 0.0909
−0.5000 1.0000 0
0.0909 0 1.0000

 (5.4.6)

5.4.2 36-DOF Planar Truss with Light Nonproportional Damping

A second numerical example, previously shown in Figure 3.2, is of

a 36 d.o.f. planar truss with nonproportional damping. Using 18 sensors,

the minimal-order mass and stiffness can be determined. It was found in

Chapter IV that using the UNDAMP algorithm, extremely accurate nor-

mal modal parameters could be obtained in the presence of nonproportional

damping. Using these resultant modal properties, the reduced order stiffness

was found and is illustrated in Figure 5.1. The minimal-order mass and stiff-

ness matrices are then shown in Figures 5.2 and 5.3. In Figure 5.4, a plot
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Figure 5.1: Measured Reduced Stiffness of Planar Truss

Figure 5.2: Minimal-Order (Craig-Bampton Basis) Measured Stiffness of Pla-
nar Truss
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Figure 5.3: Minimal-Order (Craig-Bampton Basis) Measured Mass of Planar
Truss

of the singular values of ∆Ω clearly shows the rank addition to the reduced

stiffness required to obtain the equivalent minimal-order properties.

The convergence properties of the measured stiffness as a function

of the number of identified modes is illustrated in Figure 5.5. The stiffness

converges from a high value because it is defined as the inverse of the system

flexibility at the measured degrees of freedom. Thus, when no modes are

measured, the flexibility is zero and the stiffness approaches infinity. Then,

as each mode contributes flexibility to the structure, the system stiffness

quickly converges to its asymptotic form, the statically-condensed stiffness.

Localized stiffnesses converge at a somewhat slower rate, however, depending

on their strain energy contributions to the lower modes. In Figure 5.6, effec-

tive element stiffnesses in-line between longitudinal sensors are contrasted.

Each stiffness is effectively that of two longerons in series, plus some influence



144

0

2

4

6

8

10

12
x106

0 5 10 15 20 25 30 35 40

*

*

*

*

*
*

*
*

* * *
*

*
*

*
* * *

* * * * * * * * * * * * * * * * * *

R
es

id
ua

l, 
1/

se
c^

2

Figure 5.4: Singular Values of the Residual Stiffness

105

106

107

108

18 20 22 24 26 28 30 32 34 36

Number of Modes

N
or

m
 o

f 
R

ed
uc

ed
 S

tif
fn

es
s,

 lb
/in

Figure 5.5: Convergence of the Reduced Stiffness Matrix



145

104

105

106

0 5 10 15 20 25 30 35 40

Number of Modes

E
ff

ec
tiv

e 
St

if
fn

es
s,

 lb
/in

Sensors 1-5

Sensors 4-8

Sensors 5-9

Sensors 8-12

Figure 5.6: Convergence of Reduced Element Stiffnesses in Planar Truss

of the surrounding structure. The legend lists the sensor identification num-

bers from Figure 3.2 which are used to define the longeron “superelements”.

The stiffnesses are found by using only two sensor degrees of freedom in the

reduced stiffness computation, then taking the negative off-diagonal term of

the 2×2 reduced element stiffness matrix as the value of the stiffness coupling

between the two degrees of freedom.

5.5 Conclusions

A generalized solution to the inverse vibration problem has been

presented for systems with arbitrarily small numbers of discrete physical

sensors and arbitrarily large numbers of inherent natural modes. A conden-

sation solution results in reduced physical matrices which possess asymptotic

equivalence to the Guyan method for finite element model reduction. An

equivalent minimum-order solution is obtained by augmenting the physical
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variable basis with generalized coordinates, resulting in a model which pos-

sesses the same topological properties as that obtained by the Craig-Bampton

component mode synthesis method for dynamic finite element models. The

resultant solutions have been applied successfully to numerical examples,

and the convergence properties demonstrated. Application of the methods

to experimental data will be presented in Chapter VI.



CHAPTER VI

IMPLEMENTATION AND APPLICATIONS

In this chapter the implementation of the CBSI, UNDAMP and

minimal-order mass and stiffness methods is briefly presented. Then appli-

cation of the algorithms to experimental data is presented through the use

of FRF reconstructions, whereby it is seen that CBSI-based modal parame-

ter estimation can improve the normal mode shapes in both numerical and

experimental applications where nonproportional damping exists. Finally,

the problem of damage detection from the examination of the computed

reduced-order stiffnesses as presented in Chapter V is developed and applied

to numerical and experimental data.

6.1 Implementation of Present Procedures

The second-order structural identification procedures presented herein

have been implemented in the commercial MatlabTM numerical analysis pro-

gram [60] through a Structural System Identification (SSI) Toolbox. The

SSI Toolbox consists of Matlab “.m” functions and is designed to inter-

face smoothly with the ModalID system identification software package [61].

ModalID implements a family of efficient ERA-based system realization al-

gorithms which identify discrete-time state space models from the Markov

parameters of a linear MIMO system. ModalID can determine discrete-time

realizations in either the nominal identified state basis (typically balanced
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or cost-decoupled coordinates), or in the damped modal basis z. The SSI

Toolbox functions are designed to exploit the latter form if available in order

to minimize the computations related to the conversion from discrete-time to

continuous-time damped modes, at which point CBSI is applied. The follow-

ing sections summarize the organization of the data and functions relevant

to the SSI Toolbox.

6.1.1 Description of ModalID Data Blocks

The following standard data blocks are generated by the ModalID

program and are subsequently used by the SSI Toolbox. ModalID allows for

multiple identifications of the given Markov parameters per program execu-

tion based on different algorithmic parameters and model orders. The case

number is given in each data block name (e.g. A 1).

A Discrete-time state transition matrix Ā of the nominal identified

realization.

ABlk Ā of the damped modal realization in real block-diagonal form.

B Discrete-time input influence array B̄ of the nominal identified re-

alization.

BBlk B̄ for the damped modal realization.

C Output influence array B of the nominal identified realization.

CBlk C for the damped modal realization.

D Input-output feedthrough matrix D of the realization. Equivalent

to the first discrete Markov parameter Y(0).

DBlk Same as D which is independent of the basis definition for the

realization.



149

InID Physical definition array for the force inputs. Includes a node iden-

tification number, global direction of the applied input (since force

at a point is a vector quantity), input type (currently only applied

external force is supported in the SSL Toolbox), and optionally the

global geometric coordinates of the node location.

OutID Physical definition array for the sensor outputs. Same general or-

ganization as InID. Displacement, velocity and acceleration sensing

are currently supported by the SSI Toolbox.

f Sample frequency of the discrete-time identified system. f is twice

the Nyquist frequency, which is the highest frequency detectable

from the sampled data. The sample rate ∆t in seconds is equal to

1/f .

In addition, the following data block is generated by and used commonly

throughout the SSI Toolbox:

CoID Input-ouput collocation index. Used by many SSI functions for

definition of both collocated input-output pairs and individual sen-

sor derivative order with respect to displacement. Sensors with a

relative order greater that zero (i.e. velocity or acceleration) can

be integrated to determine displacement-equivalent output influ-

ence coefficients. Collocation is used for physical normalization of

damped or normal mode shapes.

Because of the interactive nature of Matlab and the SSI Toolbox functions,

users can individually control the data generated and choose appropriate
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naming conventions. The SSI Toolbox functions are described in the next

section.

6.1.2 SSI Toolbox Functions

smallskin The following Matlab functions have been developed to

perform the second-order transformation methods presented in this thesis:

era2mdk A top-level function which determines an equivalent continuous-

time realization in a second-order canonical modal or physical

basis from the ModalID discrete-time realization using the CBSI,

UNDAMP, and minimal-order mass-stiffness algorithms.

era2mdv Implementation of the CBSI algorithm. Transforms a discrete-

time realization of arbitrary basis definition to the continuous-

time normal modal canonical second-order basis. The basic

CBSI, CBSI-LS and CBSI-SYM methods are supported.

undamp Implementation of the UNDAMP algorithm. Transforms the

CBSI realization to a corrected second-order basis through a

global second-order canonical transformation. Results in a nor-

mal modal second-order realization.

mdv2cbm Implementation of the minimal-order equivalent mass and stiff-

ness method. Transforms the realization determined by CBSI

or UNDAMP to an equivalent second-order physical or Craig-

Bampton mixed physical-modal coordinate basis. From parti-

tions of the resultant model the reduced stiffness and mass can

be obtained.
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era2dmc Transforms a discrete-time realization of arbitrary basis definition

to the continuous-time damped modal coordinate basis.

scaledmc Physical normalization of the damped mode shapes using collo-

cated inputs and outputs. Necessary when using the CBSI-SYM

method and underdetermined conditions in the UNDAMP algo-

rithm.

dmc2mdv Transforms a continuous-time damped modal coordinate basis to

the normal modal canonical second-order basis using CBSI.

A, B, C, D
InID, OutID, f

ModalID

era2mdk

era2mdv undamp

era2dmc

eigkm

d2c
scaledmc

dmc2mnf

mdv2cbm

mdv2tkm tkm2red

cbsirot scalemdv

dmc2mdv

coindex

cbsisym

Figure 6.1: Hierarchical Organization of the SSI Toolbox
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scalemdv Physical normalization of the normal mode shapes using col-

located inputs and outputs. Necessary for determining mass-

normalized modes for physical model derivation without a pre-

existing mass model.

mdv2tkm Extracts the normal modal parameters from a second-order canon-

ical modal (MDV) realization.

tkm2red Determines the reduced-order stiffness and mass matrices (asymp-

totically equivalent to Guyan-reduced) from the normal modal

parameters.

coindex Forms the CoID data block from the information in InID and

OutID.

There is a degree of redundancy in the above functions because the SSI

Toolbox is designed in a hierarchical fashion as shown in Figure 6.1 The

higher-level functions such as era2mdk will perform a sequence of model

transformations based on user options using the lower-level SSI functions.

For example, using defaults set in the functions, the reduced stiffness and

mass can be obtained from the ModalID realization by simply writing:

[KRed 1,MRed 1] = era2mdk(A 1,B 1,C 1,InID,OutID,f);

Here the following defaults have been applied by the functions:

blkflag = 0 The discrete-time realization matrices A 1, B 1 and C 1 are

NOT assumed to be in block-diagonal form.

basisflag = 0 Basis-dependent parameters are to be given in the phys-

ical (rather than modal) basis. There are output op-

tions specifically for the normal modal parameters and
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reduced physical matrices [KRed 1,MRed 1] which are not

affected by the selection (or default value of) basisflag.

Other era2mdk outputs, however, including the general-

ized (Craig-Bampton) mass damping and stiffness, can

be optionally given in a purely normal modal basis using

basisflag = 1.

cbsiflag = 1 Use the CBSI-LS method for normal mode shape estima-

tion. Other options are:

cbsiflag = 0 Use basic CBSI for proportional damping (not recom-

mended except for numerical problems).

cbsiflag = 2 Use symmetrical CBSI (CBSI-SYM).

cbsiflag = -1 Transform to McMillan normal form realization with-

out using CBSI. Definitely not recommended unless

the damped modal basis is specifically rotated and

normalized to account for this transformation.

undampflag = 0 Do not use UNDAMP corrective transformation. At this

stage, the UNDAMP algorithm is not a ”black box” and

so requires careful attention.

6.2 Numerical Example of FRF Reconstruction

The CBSI procedure presented in Chapter III was evaluated through

comparisons of the estimated mode shapes to the known exact normal mode

shapes. In evaluating CBSI performance on real data, however, such com-

parisons are impossible as the exact mode shapes of the tested structure are

unknown. It is possible to evaluate the normal modal estimates through

reconstruction of the frequency response functions (FRFs) and comparison
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to the FRFs of the state space realization. This reconstruction is standard

practice and an essential verification of the measured data and the estimated

model or modal parameters when performing model validation analyses. It

must be noted that, in most finite element model correlation analyses, the

actual measured structural response is disregarded for a number of practical

reasons in favor of the estimated normal modal parameters of the estimated

system realization. At each stage, therefore, some loss of information re-

sults, and this approximation can be quantified by reconstruction of the

FRFs. Since the model correlation problem is generally underdetermined, it

is often possible to exactly correlate the large-order finite element model to

a small number of modal parameters. The adjusted finite element model will

therefore exactly express the response characteristics of the estimated modal

parameters, which together comprise the reconstructed FRF.

Consider first a numerical example for mode shape estimation and

FRF reconstruction. In Chapter III, Section 3.5.3, a planar truss with light

nonproportional damping was presented. In Figures 6.2 through 6.5 a series

of displacement-force FRFs for Input 2 to Output 10 are shown. The solid

line function is constructed from the exact known physical properties and

sampled at 1000 Hz. The dashed and dotted line functions are reconstruc-

tions of exact realization utilizing the standard technique (ST) and CBSI

methods of normal modal parameter estimation. These results demonstrate

the superior accuracy of the CBSI estimated modes as compared to ST. In

particular, CBSI-LS appeared to yield the best normal modal realization on

the basis of this example problem as shown in Figure 6.5. Although ST also

performed well in general over the test spectrum, there is clearly a loss a

accuracy in the midrange frequencies due to the nonproportional damping
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Figure 6.2: FRF Reconstruction for Planar Truss: ST vs. CBSI
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effects on certain modes. The lower frequency modes, on the other hand,

were ideally identified with high MPC values and hence were estimated with

equal accuracy by both ST and CBSI.

6.3 FRF Reconstruction for Experimental Data

The ultimate test of analytical methods for system identification

is application to real modal test data. The structure chosen herein is the

Model Update and Damage Detection Experiment (MUDDE) testbed at the

McDonnell Douglas Structural Dynamics and Controls Laboratory (SDCL)

located at the University of Colorado, Boulder. The MUDDE structure,

shown in Figure 6.6, is an 8-bay 1/10 scale model of the Space Station

Freedom box truss configuration, representative of current and near-future

flexible satellite platforms. The laboratory utilizes a CAMAC crate for data

collection and Apple MacintoshTM workstations with 40 MHz digital signal

processors running the LabViewTM software environment for test control,

DSP, and FRF computations.

6.3.1 Modal Testing and Data Collection

The specific modal testing performed was for the purpose of research

into damage detection. The structure is unique amongst damage detection

testbeds in that it is characterized principally by localized vibration modes

rather than global mode shapes. The structure was designed for this fea-

ture by incorporating approximately half its total mass in a small number

of lumped mass elements, as opposed to being uniformly distributed or can-

tilevered from a single interface. The dynamics are further complicated by

testing in a suspended configuration with a low impedance support cable. As
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a result, the lowest structural modes are localized movement of the lumped

mass elements, and are closely followed by the lowest modes of individual

truss members, leading to significant modal density and the potential for

modal response coupling from closely spaced frequencies.

The dynamic behavior of the MUDDE structure poses a great chal-

lenge to both damage detection algorithms and more basic issues of structural

modal identification. To more clearly discern this local behavior, a large ar-

ray of spatial sensors were utilized. This allows for future research into sensor

placement by studying partitions of the full collected data. Specifically, 108

sensor channels were recorded by locating a tri-axial block of accelerometers

at each of the 36 structural joints on the truss as shown in Figure 6.7. Input

forces at 3 spatially-distinct points were applied to excite the vibrational

modes. Each input was paired with an additional collocated accelerometer

to provide accurate driving point measurements for a total of 3 inputs and

111 outputs. The forces input to the structure were monitored at the shaker-

structure interface by a piezo-crystal force transducer; the sensors used were

piezo-film accelerometers.

Due to equipment limitations, it was necessary to apply each input

in separate test trials, rather than simultaneously. Furthermore, only 36

sensors could be instrumented and measured at a time, making it necessary

to “rove” a certain amount of equipment. Dummy masses were used to

minimize the change in mass properties between differing configurations. The

input signals were filtered at 180 Hz to minimize dynamic excitations above

that level; anti-aliasing filters were set at 200 Hz and the data was sampled at

500 Hz, with a corresponding Nyquist frequency of 250 Hz. Each computed

FRF was averaged over 30 trials with 8192 discrete frequencies. The 333
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Figure 6.7: Tri-Axial Accelerometer Configuration on the MUDDE Structure

FRFs were then inverse-transformed into the discrete Markov parameters,

assembled into a single data block, and written to a data file for use in

model estimation analysis

6.3.2 System Realization and Normal Modal Estimation

A MIMO realization of the discrete system response from the 3 inputs

to 111 outputs was obtained using the ModalID realization software program.

A transpose formulation of the Hankel Q-Markov algorithm was utilized with

q, the number of matched Markov and output covariance parameters, set to

40 and d, the number of data samples used for covariance computation, set

to 1000. This formulation results in a 3000 × 3000 data matrix which is

to be estimated by a finite-dimensional discrete-time state space realization.

The determination of model order for such a complex structure remains a

challenge for the structural dynamicist and it is difficult to separate the
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apparent performance of analytical methods such as CBSI from the quality

of the system realization. For this data, a state order of 500 was chosen,

which provided a reasonably accurate estimate of the measured dynamics

possessing much of the complexity exhibited by the measured FRFs. Initially,

a 300 state realization was studied using various modal accuracy indicators

and normal mode estimation with CBSI. The disappointing nature of the

results lead to a reassessment of the model estimation and subsequently the

new larger model order.

In the modal data analysis process on real data, it is typically nec-

essary to discard some modes of the realization. Discriminating the modes

which are mostly influenced by noise or the computational effects of the re-

alization process remains yet another significant research challenge. While

a number of studies exist [16, 23, 24], a lack of consensus remains, espe-

cially when the modes are complicated by nonproportional damping. In this

analysis, the following modes were discarded:

- All real roots of the system realization.

- All modes with frequencies less than 2 Hz, because of the effects of low

frequency sensor roll-off on FRF accuracy.

- All modes with Consistent Mode Indicator (CMI) values of less than

0.3. CMI is the product of the Extended Modal Amplitude Coherence

(EMac) and the Modal Phase Collinearity (MPC) which was defined in

Chapter III.

In addition, modes which could not accurately be mass-normalized from the 3

driving point measurements were discarded. These were modes for which the

in-line modal amplitude coefficients for the collocated inputs and outputs did

not possess a consistent direction. This is a physically-based modal selection
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criterion made possible by the transformation-based CBSI algorithm. Figure

6.8 illustrates the two damped modes with the lowest and highest CMI values

from the 500 state MUDDE modal test realization.

6.3.3 Results of FRF Reconstruction using Experimental Data

To fully study the implications of normal modal parameter estima-

tion for frequency response function computation, it is necessary to utilize

the normal nodal data for both sensor outputs and force inputs. In particu-

lar, collocated actuators and sensors should account for reciprocity, meaning

the force influence coefficients and the displacement output coefficients are

identical. Recall that, throughout the second-order structural identification

procedures, this relationship was utilized to obtain normalized modal states.

In reconstructing FRFs from experimental data, the estimated normal mode

shapes were specifically normalized using the driving point measurements,

then the mass-normalized modes were reconstructed into a purely second-

order system, in effect by discarding the residual quantities of the displace-

ment output equivalent influence array. In accordance with reciprocity rela-

tions, the input force coefficient array was reconstructed using the collocated

sensor-measured mode shapes. The state transition matrix A was taken di-

rectly from the CBSI realization, and A and B were converted back to dis-

crete time quantities at 500 Hz for impulse response computation. Finally,

the feedthrough matrix D was taken as equivalent to the original quantity

obtained by ModalID. This is because, although the feedthrough coefficient

matrix is dependent on the modal parameters, the identified modal data is

necessarily incomplete, and D is a purely physical quantity which can only

be exactly expressed by the full modal spectrum.
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The CBSI-SYM and CBSI-LS methods were evaluated through FRF

reconstruction and contrasted with the standard technique (ST). Results

for CBSI-SYM are illustrated in Figures 6.9 through 6.14. Because CBSI-LS

and CBSI-SYM use different criterion for estimating the normal modes basis,

there is a corresponding difference in mode shapes, although the FRF results

are generally very similar. This difference also resulted in small differences

in the modal selection due to scaling considerations. For example, CBSI-LS

detected 144 acceptable second-order modes, while CBSI-SYM accepted 158

modes. The ST results shown were obtained using the same modes selected

by CBSI-SYM for consistency in the comparisons. Finally, the solid line

denoting the ModalID results was reconstructed again using only the modes

selected by CBSI, but in contrast to CBSI and ST the complete first-order

modal data was used, rather than the second-order normal mode estimates.

The results shown are from the collocated sensors at input locations 2 and 3,

relative to forces applied at input location 3. Thus, both a point and transfer

inertance are presented.

It is difficult to draw a firm conclusion about the two methods by only

studying the presented figures. There are particular frequency bands in which

each method appears superior to the other. The damped modes obtained

from ModalID are in general much more complex than the modes normally

associated with such a lightly damped structure. It is possible, however,

that the modal density through nonproportional damping is accountable for

some of these characteristics. The modal density can also complicate the

model order selection, and a number of the retained modes may not have

yet converged to a more collinear phase distribution, even with a large state

realization such as that used. Further studies of damped modal accuracy and
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convergence sensitivity on the realization analysis are necessary on this data,

which is beyond the scope of the present work. A single quantitative measure

of the response accuracy of the CBSI and ST methods can be computed using

the Markov parameters. The impulse response for a single transfer pair is

simply a response vector; a weighted measure of the response agreement can

be found by computing the MAC between the exact (ModalID) response and

the CBSI or ST time histories. The results for the driving point transfer

functions previously illustrated are shown in Table 6.1.

Table 6.1

Output-Input ST CBSI-LS CBSI-SYM

1-1 0.1679 0.2633 0.2300
1-2 0.1109 0.1580 0.1507
1-3 0.2581 0.3011 0.2853
2-1 0.1332 0.1890 0.1789
2-2 0.3176 0.3552 0.3438
2-3 0.3399 0.3933 0.3784
3-1 0.2314 0.2634 0.2573
3-2 0.3544 0.4015 0.3920
3-3 0.5455 0.6168 0.6050

Discrete Impulse Response Accuracy Indicators for
Second-Order Model Estimates of MUDDE Structural Dynamics

These methods were also applied to experimental data obtained for

a modal testing and damage detection experiment on the prototype hex

truss design for Space Station Freedom. The data was collected by McDon-

nell Douglas Corp. and provided to the SDCL organization at CU-Boulder.
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Once again using ModalID, a 40 state discrete-time realization was obtained.

By examination of the modal accuracy indicators and the general character

of the modal density from the FRFs, the hex truss data is much simplier

that the MUDDE structure. The results using CBSI show remarkable im-

provement in specific areas over the ST mode shapes in terms of FRF re-

construction. A sample result from the FRF reconstruction on the hex truss

data is shown in Figure 6.15.

Early attempts at applying the UNDAMP procedure to experimen-

tal data have proven inconclusive. Among the problems encountered are

difficulty in obtaining accurate driving point measurements for mode shape

normalization, and the approximating effects of system realization theory.

That is, ignoring the issues of sensor and actuator dynamics, for complex

structures such as the MUDDE testbed and even the McDonnell Douglas

Hex Truss, it is still a significant research challenge to accurately capture

all of the dynamics within the test bandwidth using system realization al-

gorithms. The inherent properties of the state space model obtained will

include not only the structural modal properties, but also effects of the re-

alization algorithm such as data window sizes and model truncation below

the true system order. In addition, there may be slight nonlinearities in

the structural dynamics which are averaged out by the curve-fitting prop-

erties of the realization algorithm. These various effects introduce various

nonstructural behavior which the state space model can accommodate, but

which do not fit the form of the second-order dynamics of a self-adjoint sys-

tem. In other words, the model obtained from a system realization using

CBSI will typically possess residual quantities which are not the result of
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nonproportional damping, and should therefore not be incorporated any fur-

ther into the estimate of the undamped modal parameters identified through

CBSI. There is a need for system realization algorithms which filter out non-

structural behavior and separately identify nonlinearities so that advanced

analytical methods for structural identification can be practically applied.

6.4 Damage Detection Using Experimentally Measured Stiffness

An important new application of normal modal parameter identi-

fication and structural model correlation is the remote monitoring of the

mechanical health of spacecraft structures. Such a capability implies the

capability to detect damage or otherwise quantify significant changes in

structural response characteristics such that adaptive components, includ-

ing control systems, may respond to correct the problem and maintain mis-

sion performance. One class of damage detection algorithms infer damage

from structural or modal parameters at a discrete number of measurement

points, just as in modal testing and finite element modal correlation analyses.

Thus, the CBSI and UNDAMP methods are relevant to the damage detec-

tion problem in that they are designed to improve the derivation of normal

mode shapes from generally-damped structures. In addition, the method

of minimal or reduced-order mass and stiffness matrices presented in Chap-

ter V are relevant because they provide equivalent realization in a physical

basis which naturally localizes physical changes in the identified dynamics.

The resultant physical matrices can be either directly examined or efficiently

manipulated to determine stiffness measurements for specific components or
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substructures. This section examines the utility of measured stiffness ma-

trices obtained from accurate CBSI-based modal realizations for detecting

damage in structures.

6.4.1 Inverse Connectivity Algorithms

This damage detection procedure builds on the asymptotic Guyan

stiffness method presented in Chapter V. Briefly, given an estimate of the

normal mode shapes φm at the sensor locations for n modes, and the cor-

responding undamped eigenvalue matrix Ω, the Guyan-reduced stiffness is

given as

K̄ =
(
φmΩ−1φTm

)−1
(6.4.1)

In the limit that a large number of modes are retained in the model, this ma-

trix converges to the Guyan-reduced stiffness for the structure in which the

retained degrees of freedom are the displacements at the measurement output

locations and directions. The modal parameters φm and Ω are normal modal

parameters obtained from partitions of the displacement output-equivalent

realization extracted using CBSI or UNDAMP. The proposed method for

detecting damage is to synthesize the reduced stiffness K̄ before and after

damage, and infer the location and extent of damage by comparing the two.

It is very important that the partition of the stiffness matrix has converged

in the region being examined. This typically requires the accurate identifi-

cation of a larger number of mass-normalized modes than might ordinarily

be measured in a modal test.

Inferring the damage from the revised stiffness matrix is not as sim-

ple as directly examining the element of the difference matrix. Instead, it
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requires a transformation of K̄ to extract elemental stiffnesses. To place this

in a more general context, consider the structure and damaged substructure

defined in Figure 6.16. The main structural DOF are qA, the damaged sub-

structure DOF are qI , and the boundary DOF are qB . We suppose that

the modal test has used sensor measurements corresponding to qA and qB

but not qI . That is, we do not have any sensors within the damaged sub-

structure, and must assess whether damage has occurred within the region

bounded by qB. This is the most general formulation of the indirect damage

detection problem.

q

q

q

A

BI

Figure 6.16: Structural Segmentation into Identified DOF, Boundary DOF,
and DOF within a Damaged Substructure

The stiffness matrix for the main structure is defined to be

KA =
[

KAA KAB

KT
AB KA

BB

]
(6.4.2)
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and the stiffness matrix for the substructure is defined to be

KI =
[

KII KIB

KT
IB KI

BB

]
(6.4.3)

in which the subscripts on the partitions refer to the corresponding structural

DOF. The global stiffness matrix for the structure and substructure can then

be constructed to be:

KGG =

KAA KAB 0
KT
AB KA

BB + KI
BB KT

IB

0 KIB KII

 (6.4.4)

where the global DOFs have been ordered so that:

qG = bqTA qTB qTI cT (6.4.5)

Note that there is presumed to be no direct coupling between qA and qI .

This global stiffness matrix, however, is not the measured stiffness

matrix. Instead, (6.4.1) effectively eliminates the unmeasured DOF qI by a

static condensation, by which:

qI = −K−1
II KIBqB (6.4.6)

and defines the measured DOF vector to be:

qM = bqTA qTBcT (6.4.7)

so that now the Measured Stiffness Matrix is:

KMM =
[

KAA KAB

KT
AB KA

BB + KI
BB −KT

IBK−1
II KIB

]
(6.4.8)
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Notice that the damage in the substructure will be reflected in a change in

the measured stiffness matrix by a change in the term:

KA
BB + KI

BB −KT
IBK−1

II KIB (6.4.9)

It is critical to the success of the present damage detection algorithm that this

partition of the measured stiffness matrix be converged. That is, attention

must be given to the experimental measurement of modes which specifically

contribute to this partition. The damage detection problem, then is: “Given

a measurement of the measured DOF stiffness matrix, determine the location

and extent of the damage within the substructure enclosed by the boundary

of the sensors.”

At this point, it is important to realize the advantage of the fact that

this procedure generates an objective coordinate basis. Namely, the bound-

ary DOF qB are physical displacement DOF, as are typically used in a finite

element model. Because of this objectivity, it is possible to apply physical

information about the interconnectivity of the structure to directly infer the

meaning of changes in the measured stiffness matrix. This physical inter-

pretation is an important advantage of the algorithm. We have developed

and studied two methods for deducing the location of stiffness damage of

the structure from examination of the boundary stiffness matrix. These are

referred to as the “pull test” and the “reduced element stiffness test.” They

are based on the knowledge that the data we will be analyzing is generated

by the vibration of a truss structure measured by accelerometers located at

nodes of the truss. We use this information to determine extensional stiff-

nesses between individual DOF known to lie at the ends of specific truss

elements. It should be noted that the use of accelerometer measurements
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will only allow us to examine the longitudinal or unidirectional stiffness of

the truss members. If rotational DOF could also be measured, the bending

stiffness of individual elements could be assessed using procedures similar to

those described below.

Pull Test

The Pull Test (PT) algorithm imagines the following experiment is

applied to the measured stiffness matrix of the structural model. To assess

the local, longitudinal stiffness in the structure between two sets of sensors,

two equal and opposite forces are applied between the sensors along a unit

vector corresponding to the member in question, and the resulting strain is

measured. In the context of the above analysis this is equivalent to defin-

ing the boundary DOF to be: In the context of the above analysis this is

equivalent to defining the boundary DOF to be:

qB = bqT1 qT2 cT (6.4.10)

where q1 are the three measured DOF at one end of the truss member,

and q2 are the three measured DOF at the opposite end. Next, an internal

longitudinal force vector is applied to the model between the boundary DOF

along the member of the form:

Q =


0
−ê
ê

 (6.4.11)

in which the direction vector along the member is given by:

ê =
r2 − r1

‖r2 − r1‖
(6.4.12)
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where r1 and r2 are the position vectors of the ends of the member. The

resulting displacements are then computed according to:
qA
q1

q2

 = K−1
MM


0
−ê
ê

 (6.4.13)

The final step is to compute the Pull Test Element Extensional Stiffness

given by:

kPT =
1

(q2 − q1) · ê (6.4.14)

Reduced Element Stiffness Test

The Reduced Element Stiffness Test (REST) is a static condensation

of the longitudinal element stiffness directly from the mass normalized modal

vectors so that the resulting DOF include only the boundary DOF. For each

modal vector, only the components contributing to the DOF at the boundary

of the damaged element in the direction of ê are included to form the element

stiffness matrix. These two scalar boundary DOF are defined by:

q1 = q1 · ê

q2 = q2 · ê
(6.4.15)

The elemental stiffness matrix that we wish to find is

KBB =
[
k1 + k2 −k2

−k2 k2 + k3

]
(6.4.16)

where k1 is the extensional stiffness from q1 to ground, k2 is the extensional

stiffness of the member itself, and k3 is the extensional stiffness from q2 to

ground. This means that the negative of the (2,1) element of KBB is the

extensional stiffness we wish to find to assess damage.

This element matrix can be found by static reduction of the qA DOF.

A more direct approach is to use the definition of the measured stiffness
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matrix (6.4.1) and instead form the longitudinal element stiffness matrix

mode-by-mode. If each modal vector is partitioned such that:

φr =


φrA
φr1
φr2

 (6.4.17)

in which φr1 are the 3-D components of mode r at node 1 on the truss element,

and φr1 are the 3-D components of mode r at node 2 on the truss element,

then the elemental DOF modal vectors can be defined by

ΦB = [ · · · φrB · · · ]

φrB =
[
φr1 · ê
φr2 · ê

] (6.4.18)

so that the longitudinal element stiffness matrix can be constructed directly

from:

KBB = [ ΦBΩ−1ΦTB ]−1 (6.4.19)

The Reduced Element Extensional Stiffness, then, is the negative of the (2,1)

element of this matrix:

kREST = −KBB(2, 1) = k2 (6.4.20)

In this same notation of(6.4.16), the Pull Test extensional stiffness developed

previously is given as

kPT = k2 +
k1k3

k1 + k3
(6.4.21)

which means that we expect the Reduced Element Stiffness Test to be more

sensitive to damage in the extensional stiffness k2 of the member.
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6.4.2 Numerical Example: Planar Truss Structure

The 36-DOF planar truss structure studied previously and shown in

Figure 3.2 was used to eveluate the effectiveness of damage detection using

measured stiffnesses. The convergence property of the detection as a function

of realization model order was also studied. The discrete displacement output

Markov parameters for the undamaged structure were first simulated and a

series of ModalID realizations were obtained, varying from 36 to 72 states.

The 19 resultant realizations were then systematically processed using CBSI-

LS and the longeron “superelement” stiffnesses were obtained for 7 localized

areas using the REST stiffness formulation detailed above. The convergence

of the element stiffnesses is shown in Figure 6.17. The analysis process was

then repeated for the same structure with the stiffness of the longeron from

node 6 to node 8 reduced to zero. The resultant stiffness convergence is

shown in Figure 6.18. The damage is quite apparent at this point, given

that nominally each element stiffness should converge to approximately the

same value. The percentage difference in element stiffnesses is then shown

in Figure 6.19. The damage detection procedure has clearly indicated a

significant reduction in stiffness in the longeron superelement between nodes

4 and 8, thus localizing the model change to the extent possible given the

sensor data available.

6.4.3 Application of Damage Detection to the MUDDE Testbed Structure

A similar analysis is now performed for the experimental modal test-

ing of the MUDDE structure detailed in Section 6.3. Selection of the modes

from the 500-state realization obtained by ModalID was done similarly to the

FRF reconstruction problem, except that modes with low CMI values were
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Figure 6.17: Convergence of Undamaged Element Stiffness for Numerical
Planar Truss Example
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Figure 6.19: Convergence of Element Stiffness Changes for Numerical Planar
Truss Example

retained if they could be consistently normalized by CBSI-LS. In addition,

all the suspension modes were excluded from the stiffness analysis. This is

because the reduced stiffness method is most sensitive to errors in low fre-

quency modes, and it was judged that these modes, if accurately captured,

should not contribute flexibility to the structure, even in the case of dam-

age. In the modal testing and model estimation on the MUDDE structure,

acceleration measurements were used, which generally have higher power in

the higher frequency spectrum. The result of this on the model estimation

process using system realization theory is that the observability of the higher

frequency modes is enhanced, and those modes with the highest observability

will typically converge earlier than modes with lower observability. There-

fore, it is necessary to closely scrutinize the accuracy of the lower frequency
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modes because of their relatively poorer convergence for acceleration sensing,

and the sensitivity of the measured stiffness to their flexibility contributions.

Because of computational restrictions, the convergence of the mea-

sured stiffness as a function of model order was not obtained. Instead, the

CBSI-estimated normal modes were ordered by their Modal Singular Val-

ues (MSV), which is a measure of the modal contribution to the measured

response. Modes with high MSVs will typically converge to stable modal pa-

rameters at relatively lower model orders. The convergence of the longeron

element measured stiffnesses as a function of the number of participating

modes is shown in Figure 6.20. The trend is generally similar to the nu-

merical example, except that the modes are ordered from high to low MSV,

so the modes added later on are more poorly identified (in general). This

is not a problem if the flexibility contribution from that mode is relatively

small. Low frequency modes with low MSV values, on the other hand, can

be problematic as seen in Figure 6.20. The significant drop in the stiffnesses

of 4 longeron elements seen around 120 to 130 modes is due to the addi-

tion of flexibility from mode 2. This mode has not only a low MSV and

low frequency (relative to the overall modal spectrum), but also possesses a

low Modal Phase Collinearity (indicating mode shape complexity and sen-

sitivity to the mode shape estimation problem) and a low relative modal

displacement at the driving points (which can affect the accuracy of the

driving point modal scaling employed in this procedure). Therefore, given

the low confidence in this modal contribution, the final undamped longeron

stiffnesses were computed without including mode 2. These final stiffnesses

are highlighted at the right hand edge of Figure 6.20.
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For the damaged structure, the same convergence study was per-

formed, as shown in Figure 6.21. Two sets of stiffnesses were chosen for

comparison, those using the full number of modes, and those using only the

first 140 modal contributions (again ordered by MSV). The resultant change

in stiffnesses is shown in Figures 6.22 and 6.23. In both cases, the results

are somewhat ambiguous. There is a selection of elements displaying a sig-

nificant reduction in stiffness, the greatest of which is Longeron 1. This is in

fact the element which was removed in this damage case. It is not clear from

these results, however, that it is the only damaged element. These mixed re-

sults could be attributed to many factors throughout the testing, realization

and structural parameter identification process. While the measured stiff-

ness damage detection method shows promise through both numerical and

experimental demonstrations, much additional research is necessary to bet-

ter determine realizations which converge to the important flexibility modes

faster, along with reliable modal selection criteria and improved modal scal-

ing via driving point measurements.



CHAPTER VII

CONCLUSIONS

7.1 Summary of Work

This dissertation has addressed three aspects of structural model

synthesis from experimental data: construction of second-order structural

dynamics models from state space-based system realizations, improved repre-

sentations of normal modes and mode shapes for nonproportionally damped

systems, and the rendering of enriched reduced-order mass and stiffness

matrices from normal modes. Because state space realizations express the

damped structural behavior and are not unique, the resulting models do not

necessarily express the normal or undamped modal parameters of interest for

structural model derivation. This thesis has therefore developed techniques

for transforming state space realizations into desired second-order structural

dynamics models from which the modal and physical parameters of interest

can be obtained.

This research has uncovered a number of theoretical properties of

structural dynamics within the context of system realization theory which

are important to structural system identification techniques. For self-adjoint

structural systems, driving point (or collocated) measurements are criti-

cal to modal state scaling, and indirectly to determining the consistency

of physical measurements. This consistency arises directly from the nature
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of the symmetrical second-order model and its characteristic modal param-

eters. Displacement consistency, such as the quadratic constraint criterion

developed for the UNDAMP algorithm, becomes a critical issue when global

transformations are applied to an assumed structural model, coupling the

pseudo-displacement and velocity variables. This consistency ensures that

the impulse response can be characterized in terms of displacement variables.

Consequently, displacement consistency implies not only that the estimates

of the measured impulse response functions are displacement quantities, but

also that the “implied” but unmeasured impulse responses of the transfer

functions between outputs are also displacement quantities.

Through numerical and experimental examples, the advantage of

transformation-based methods for normal mode shape estimation has been

demonstrated. The CBSI algorithm is particularly straightforward and ef-

ficient for transforming individual damped modes to optimal second-order

state estimates. The UNDAMP algorithm has been shown to be effective in

isolating the contaminations in the pseudo-normal modes and mode shapes

due to nonproportional damping, resulting in improved normal modes and

mode shapes. UNDAMP is applicable both to overdetermined as well as

underdetermined systems, where the number of modes exceeds the number

of measurements.

Finally, the normal modes and mode shapes obtained by CBSI or

UNDAMP can be used to construct both reduced-order and minimal-order

equivalent mass and stiffness matrices. The reduced-order properties have a

asymptotic equivalence to the Guyan reduction for finite element models, and

the minimal-order equivalent matrices are obtained through a minimum rank

augmentation which has a corresponding relationship to the Craig-Bampton
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component mode synthesis method. This procedure provides an alternative

to finite element model correlation analysis for obtaining equivalent physical

models for use in vibration control and damage detection for structures.

The major contributions of this work are summarized as follows:

a) A general transformation theory for determining second-order canonical

bases from general state space realizations has been developed.

b) A similarity transformation-based method for optimally estimating the

normal mode shapes of a structural dynamic system from the complex

damped modes has been developed. The CBSI method is systematic

and has been demonstrated to improve normal mode shape estimates

even for nonproportionally damped systems as compared with existing

techniques.

c) A global transformation method has been presented for the identification

of true second-order state models of structures in the presence of signifi-

cant nonproportional damping. The theoretical development leads to an

important displacement consistency criterion for the damped realization

and global transformation.

d) A particular direct solution for determining an equivalent physical model

(i.e. mass and stiffness) from mass-normalized modal parameters has

been derived. The resultant physical model has asymptotic equiva-

lence to Guyan and Craig-Bampton-based finite element model reduc-

tion methods.

e) Numerical and experimental examples have been presented which illus-

trate the advantages of the second-order transformation-based methods

developed herein. Applications to the problem of damage detection in

space structures is detailed using both numerical and experimental data.
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7.2 Directions for Future Research

7.2.1 System Realization

Structural identification can be enhanced by the incorporation of

physical insight from the second-order synthesis to guide realization theory-

based system identification. The primary goal is to separately characterize

or isolate the influence of nonlinearities, gyroscopic damping and instru-

mentation dynamics on the modal test realization to be used for structural

parameter derivation. This is not to suggest that these effects are immate-

rial to system performance. Instead, it is necessary to recognize the inherent

qualities or assumptions governing the system being studied, and to deter-

mine appropriate empirical measures by which that system may be assessed.

In particular:

a) Develop system realization methods which identify specific subclasses

of state space realizations. For structures this would include reciprocal

behavior and continuous-time impulse response characteristics.

b) Improve modal accuracy indicators via reciprocity and modal scaling

considerations. It is necessary to develop a better understanding of the

effects of noise, signal processing transforms and the inexact curve-fitting

effects of the numerical algorithm.

7.2.2 Second-Order Models and Normal Modes Estimation

Applying these synthesis methods to real data has provided a healthy

dose of reality (and humility) to this effort. There are specific technical areas

where the CBSI and UNDAMP algorithms could be improved:



193

a) Improved modal scaling determination through multiple driving point

measurements, use of modal Markov parameters and the force-acceleration

feedthrough matrix.

b) Application of UNDAMP techniques to experimental data sets which

do not satisfy the displacement consistency criterion. This may require

the consideration of eigenvalue changes, what phase information should

not be incorporated, and ways of allowing the analyst to control how

different modes couple in physical or modal terms.

c) Convergence characteristics of estimated modal or physical parameters.

This is not only an issue of mass and stiffness measures and their rela-

tion to modal truncation, but also for the characteristic damped modal

parameters as a function of model order and data matrix construction.

7.2.3 Applications of Structural System Identification

a) Reduced-order model determination for structural vibration control us-

ing component-mode synthesis based techniques on test realizations.

b) Exploit the structural system characteristics to decentralize the system

identification task for real-time control and health monitoring.

c) Substructure-based synthesis of subassembly testing into global dynamic

models.

d) Use of second-order models and objective basis definitions for linearized

identification of nonlinear phenomena.

e) The use of both measured modal and physical parameters and their

confidence bounds in the problem of finite element model correlation.
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